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1. INTRODUCTION

With the completion of the Group of Scientific Experts Technical Test (GSETT)
during the first quarter of CY 1985, and the completion of most of the documentation
during the second and early part of the third quarters of CY 1985, the Cente: for Seismic
Studies’ scientific and technical staff was able to devote substantially more effort to
research. A revised and updated research plan and a companion database development
plan were prepared during the August-September time period. These plans were subse-
quently approved by DARPA on 25 October, although research on several tasks com-
menced prior to that date as a result of earlier informal concurrence by DARPA. This
report summarizes internal research and development by the Center’s staff in consonance
with the revised plan and additional requests from DARPA during the fourth quarter and
part of the third quarter of CY 1985.

Continuing with work initiated during the previous quarter, one important line of
research was the evaluation of the GSETT (as contrasted with previous work on docu-
mentation of the test), and the exploitation of the GSETT database for more general
investigations of network assessment. These analyses, outlined in part two of this report,
provide material for subsequent United States reports to the GSE in addition to increas-
ing our understanding of seismic network design and capabilities. Parts three and four of
this report outline research with the associated objectives of providing analysis tools for
the Center while improving understanding of discrimination between events at regional
distances. Part five describes work on yield estimation, primarily associated with work in
support of the DARPA-managed DoD Seismic Review Panel, Part six of the report cov-

ers work related to on-line data acquisition and other programming efforts, and on data-
base development.

Two of the technical contributions were prepared by visiting scientists at the Center,
whose work was supported in whole or in part by this contract.
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‘2. EVALUATION OF THE GSE TECHNICAL TEST (GSETT)

2.1. SIMULATIONS WITH A PROGRAM FOR SEISMIC NETWORK
ASSESSMENT '

A computer program, SNAP/D, is being used for various studies in seismic network
detection capabilities at the Center for Seismic Studies. SNAP/D, the Seismic Network
Assessment Program for Detection, is a computer model designed by Pacific-Sierra
Research Corporation for assessing the capability of a network to detect and locate
seismic events. It is intended to replace NET WORTH, the computer model that has been
widely used in the verification community for evaluating network performance. Among
the attributes of the SNAP/D program listed in the manual are the following:

o Propagates up to 10 seismic waves in a single run.

e Calculates attenuation and travel time as functions of focal depth, regional struc-
ture, and event type.

o Allows user specification of multiwave network detection criteria.

¢ Accommoadates advanced techniques for determining the uncertainty in focal depth
and location.

¢ Calculates the relative importance of individual waves and stations in hypocenter
estimates,

This report presents examples run with this program to compare capabilities of the
GSETT and other networks. SNAP/D required several parameters to be specified,
including seismic network event detection criterion and station signal detection charac-
teristics,

The term seismic event detection refers to the procedure of defining and locating a
seismic event on the basis of signal detections at individual stations, In most simulation
studies carried out in the past, the criterion for seismic event detection only requires that
a minimum of four stations within 100° from the event epicenter detect P-signals of the

event. The event detection criterion employed by the WASHIDC! during GSETT is
somewhat more complex, since it includes not only several kinds of signal phases but also
deals with both single and acray stations. The following criterion was used here to simu-
late, in a simple manner and as closely as possible, the GSETT criterion: detections of P-
-or PKP-signals at 4 or more stations with the additional constraint that not all detections

mr;mc«um&mummm.auu-umm Data Centu®, deslgnated st WASHIDO, durlag the




- be PKP-signals.

This criterion was incorporated in the SNAP/D program by using the distance inter-
val 0 to 100° for P-signals and 100-180° for the PKP-phase. The amplitude distance
curve of Veith and Clawson (1972) was used for the distance interval 0-100° and was
extended to 180° with a smoothed "NORSAR" curve (Ringdal 1984). The WASHIDC
also used the Veith-Clawson curve for defining events and calculating magnitudes in the
interval up to 100°. The extension of the curve beyond 100° used here is believed to
model wave propagation more appropriately than the procedure actually used for the
definition and location of events during the GSETT. During GSETT, data for stations in
the interval 100-110° were not used and for data at distances beyond 110°, a constant
amplitude correction equal to that of the Veith-Clawson curve at 90 * was applied. The
standard deviation of the signal amplitudes, often denoted ¢,, which is equal to the stan-
dard deviation of station magnitudes for a given event, was assumed to be equal to 0.36
(Veith and Clawson, 1972).

Overall, 71 of the participating GSETT stations were used in the network. Mean
values of station noise amplitudes obtained from a revision based on the GSETT data
were used. These revised values, which to some extent are based on station amplitude
detection thresholds, have been normalized to a minimum signal-to-noise ratio of 1.5 for
signal detection,

Values for station reliabilities were obtained as the ratio of the number of days for
which arrival time data was received at the WASHIDC and the total number of days (61)
for the GSETT. Twelve, or about 15%, of the stations have by this definition a reliability
of 100% and 33, or almost half, of the stations have 556 or more data days which
correspond to reliabilities of 90% or more. The numbers of data days were obtained from
a data base that was upgraded since the GSETT was carried out and for some stations
the numbers may therefore be too high.

The 90% magnitude detection threshold contours for the GSETT network are shown
in Figure 2-1. The contours have been drawn by hand from computed threshold values at
grid points every 15° in latitude and longitude. The threshold varies between 3.8 and 4.7
around the world. The range for the Northern and Southern Hemispheres is 3.8-4.4 and
4.1-4.7, respectively.

Because of the significant geographical variation of the threshold, a comparison
between simulated and empirical estimates must be based on regional data. The geo-
graphical distribution of the earthquakes reported by the WASHIDC during the GSETT,
which follows the well known pattern of world-wide seismicity, is also indicated in Figure
2.1, More than 75% of the events occur in a limited area within which the threshold
varies between 3.8 to 4.4, Weighted average thresholds were computed, taking the geo-
graphical distribution of the events into account. The GSETT events were grouped
according to location, to the nearest point of the 15° latitude and longitude grid net.
The number of events at each grid point was used as a weighting factor. Announced and
presured underground nuclear explosions, as well as small-magnitude events in Northern
and Central Europe, were not included amoung thess events.
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The following weighted averages were obtained:

. Table 2-1.
Region Threshold
- Simulated  Empirical
Northern Hemisphere 4,14 4.15
Southern Hemisphere 4.38 4.55
All events 4,26 4.35

The simulated average values are compared in the table with empirical estimates obtained
from the magnitude distribution of the seismic events. The difference between the two
kinds of estimates varies between 0.01 and 0.17, depending on region. The simulated
thresholds are slightly lower than the empirical ones. Use of the reliabilities in Table 2-1
gave thresholds between 0.03 and 0.07 magnitude units larger than using a 100% reliabil-
ity for all stations. :

The detection capability of the individual stations of the GSETT network varies sig-
nificantly. Most of the events defined and located by the WASHIDC were based on obser-
vations from about one-third of the stations. The detection thresholds for a network of 26
stations with noise values below 6.6 nm was compared with those for the entire network.
The difference varies between 0.0 and 0.2 and the mean difference is 0.07 for the world.
The 26 stations in the network may not constitute the optimal subset of GSETT stations.
They were simply choscn on the basis of their noise level to illustrate that the best third

of the 71 GSETT stations, in terms of noise level, perform almost as well as the entire
network.

Simulated and empirical estimates of the detection thresholds of a subset of 115 sta-
tions roporting to the ISC were cbtained earlier (Ringdal, 1984). The capability of this
115-station ISC network represents the level currently availuble from a public interna-
tional network based on teleseiamic signal detections, The simulated results for the ISC
network were reproduced using an extended version of the SNAP/D code and parameter
settings given by Ringdal (1084), The computational parameters for these simulated esti-
mates were diffcrent from the ones used above for the GSETT network. This is particu-
lazly true for the amplitude-distance cueve,

To make a direct comparison with the GSETT stations, estimates of the detection
thresholds of the 115-station ISC network were also obtained. These estimates used the
same event detection criterion and parameters for station signal detection as those used
for the GSET'T stations above, except for the station noise amplitudes. The difference
between the two networks is not larger than 0.2 magnitude units, The threshold for the
~ ISC network is, on average, 0.08 magnitude unit lower than the 7i-station GSETT uct-

work and 0.19 lower than the 26-station GSETT network,

Haus Israelsson




2.2. MINIMUM SIGNAL-TO-NOISE RATIO FOR SIGNAL DETECTION
ESTIMATED FROM GSETT DATA '

Models for simulating the detection capability of a seismic network often use a sim-
ple relation to describe a signal detection to be declared at an individual station. The sig-
nal detection criterion is sometimes written as:

A>SNR_, N,

where A is the signal amplitude, SNR_; is the detection threshold or minimum signal-
to-noise ratio at which a signal can be detected, and N is the seismic noise level or ampli-
tude.

It is assumed here that recorded noise and signal can be treated as a narrow
bandpass system (Thomas, 1969) represented by the teleseismic frequency band. The

. noise, n(t}, is then assumed to be a normal stochastic process, which can be written as a
function of time, ¢, in the form:

n(t)=E,(t)cos (211, +6,(t)).

Here, E, and ¢, ara the envelope and phase functions, respectively, and f, is the center

frequency of a narrow band between 1 and 2 Hz. An added sinusoidal signal with ampli-
tude A results in the process:

8(t)=n(t)+Acos(2xf,+4,).

Here, A is a constant and corresponds to the tzue signal amplitude and ¢, is an arbitrary
phase angle related to the signal,

The short period noise measurements (N5Z) during the GSETT consisted, according
to the test procedures, of the maximum trace amplitude within 30 s before signal onset at
frequencies close to that of the signal,

If the power of the noise is denoted by ¢, that is, the expected valus E‘(n’(t)) uc:
then the noise envelope follows a Rayleigh distribution with frequency function:

I (&)= eap(-2'/20).

o,

The mean value of this distribution is du\[I‘Ti and the maximum of the frequency
distribution function occurs for z=o,. These values correspend, however, not to the
measured noise amplitude, NSZ. In order to relate the measured NSZ values to the noise
process here some simplifying assumiptions are necesasary. First, the noise envelopes aze




assumed to be stationary over a time interval of T seconds. The maximum value of the
noise amplitudes is also assumed to be represented by the maximum of N=30/T indepen-
dent envelope values which follow the same Rayleigh distribution introduced above. The

median value of the maximum of the NN independent envelope values becomes the solution
to:

1
1- czp(—zz/ 20:) =
2

which gives & value representing the noise as the NSZ-amplitude in a 30 s time interval,
max(E,(N)). For T=1 the NSZ-value max(E,(30)) ~ 2.75 ¢, which corresponds to
about the 95% probability of the envelope distribution function; in other words, 95% of
the envelopes are smaller than this value.

False alarm probabilities and the number of false alarms per day can be roughly cal-
culated from the model above. The probability of a false alarm can be written as:

P(FA)=P(E, > SNR_, max{E, (N)))

and the average number of false alarms per day becomes:

~a'/20}

N(FA)=2N60-24¢
with

2w SVR,  max(E, (N)).

-The number of falss alarms per day computed from the sbove formulas for different
T and SNR_, -values are listed in Table 2.2, The nur-her of false alarms for the GSETT
stations is not known, but it is reasonable to assume that it is quite amall, of the order of

Table 2-2
T  SNR
() [ 15 75 20
i 175 08 0.2
408 33 017

1
2
3 657 7.3 0.58
5 1182 195 2.4




one or less. On this assumption, the table above suggests that the time interval over
which the noise process is stationary is also small, approximately one second if the detec-
tion threshold is close to 1.5. The values in the table suggest that a threshold of 1.5
would be difficult to operate on with a small number of false alarms, but that a value of
1.75 would give an acceptable number of false alarms. A low threshold value implies a
short period of time over which the noise envelopes are stationary.

The signal amplitudes during GSETT were measured as the maximum trace excur-
sion in four time windows ( M1X—-M4X in GSE notation) after signal onset. The ampli-
tude measurements are represented here by the envelope of the signal model By with
amplitude A which has a frequency distribution equal to:

EIE |
. | fE‘(z) = _f;ezp( (3 ":A ))Io( AI)
au n avn

where I, is the modified Bessel function of the first kind and erder zero (Thomas, 1969).
The detection probability for a given minimum detection threshold, SNR and signal
amplitude, A, can be related to the number ot' false alarms:

P(Detection| A,SNR,)=P(Ey > SNRy, maxE,)=DP’

 n(FA)=3060-24:P(E, > SNR,, maxE,).

The number of false alarms per day is obtained from the qu?mnla above with ' = 2. By
eliminating the parameter SNRmmax( o)y 02 cbtaine the %o called receiver operating
characteristics, or Rt'.)C-cuxve, 0 terms of the cumnlauve distribution fnncuona, F, for
E‘ and E

A(FA)=3060-24-1 - Fy (531 (1 = DP))

The ROC curves in Higure 2-2 show the trade off between detection probability and
number of false alarins. The curves show that if & false alarm rate of 1 per day Is avcept-
able, the detestion probability becomes about 25% for niguals with amplitudes as small as
1.75 timcs the NS2 values. Statio’: dziection probabilitica as low a3 25% are relevant in
the context of network event detection, #iace at least four atations are usually requited to
~ detect signals from an event with a 90% probability. The 90% detection probability is
thus not required at each individual atation, for which it is usually sufficient to detect a
signal with much lower probability. This is particularly true if the number of stations is
large. '

"~ Amplitude measuremnents of toise (NSZ) and sigaals (AM3X) made at the same fre-
quency can be used to estimate upper bounds for the threshold parameter SNR .. This
means that the actual SNR_;, should be equal to or smaller than the minimum of the
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amplitude ratio MjX/NSZ. For a large number of observations this minimum would be
close to the threshold. Such upper bound estimates obtained for the United States sta-
tions contributing to the GSETT have a median value of 2.2.

The ratio of the amplitude detection threshold and mean noise amplitude in the
teleseismic frequency band is also assumed to be approximating the threshold value as
defined here. The empirical cumulative distribution function for ratios at 14 of the
GSETT stations is shown in Figure 2-8. The median value is 2.2, which is in agreement
with the value obtained independently from MjX/NSZ amplitude ratios.

The data from the GSETT defined in this way suggest that a SNR_; of approxi-
mataly 2 is more likely to be representative of the average station than a SNR_; of 1.5,
This is supported by both kinds of data, but there is variation among stations. The dis-
tribution in Figure 2-8 is close to a normel distribution and shows comparatively small
variation. However, even if the mean value is around 2.0, there are stations with clearly
lower as well as higher thresholds.

Hans Israelsson

2.3. DETECTION OF UNDERGROUND NUCLEAR EXPLOSIONS BY
THE GSETT SEISMOLOGICAL STATION NETWORK

At least 12 announced and presumed underground nuclear explosions were reported
for the period of the GSETT, 15 October to 14 December 1984, The locations and times
of the events are given in Table 2-3. The listing of events in Table 2-3 should not be con-
strued as complete with regard to this particular kind of source for the GSETT period. It
merely includes events that were actually reported during the GSETT,

Measured amplitude and period values (M1X-parameter) recorded at the GSETT
stations from the events have been used in the analysis here. Table 2-3 lists body wave
magnitudes m, estimated by the USGS and the WASHIDC during the GSETT, and
revised maximum likelihood values m,(maz) subsequently computed by the WASHIDC,

Figure £-4 shows the average period for each event as a function of magnitude
m,(maz). The expected increase of the period with increasing magnitude due to source
scaling can be seen for events in E. Kazakh, S. Nevada, and the Tuamotu Archipelago.
However, it is less pronounced than the typical values sometimes obtained by the deriva-

dT
tive = # 0.2 (Marshall et al.,, 1979). The difference may in part be due to the max-
d

m

imum likelihood technique giving smaller values for small magnitude events than a
siraight forward average procedure, The mean values for the different events in Figure
2-4 are based on different stations. Data is available only for a few stations for each of
the sites, for small as well as large events. A comparison of data for stations that
reported amplitudes for both small and large events showed an even less pronounced scal-
ing effect. Only 5 of 15 observations showed an increase in period with increasing

10
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Table 2-3
ANNOUNCED AND PRESUMED UNDERGROUND NUCLEAR EXPLOSIONS*
Date Time Lat Long mb Ms

- USGS WASHIDC max | USGS max
84 / 10/’ 18 04:57:05.7 49.8N 78.1E 4.5 4.8 4,07
84/ 10/ 25  06:29:57.7 734N §5.0E 6.9 5.4 5.66 4.7
84/10/27  01:50:10.8  49.9N 78.8E 6.2 6.1 6.07 | 44
84/10/27 05:59:57.1 46.8N 48.1E 5.0 4.7 4.95
84/10/27  08:04:56.7 46.8N 48.1E 5.0 4.4 491
84/10/27 17:16:00.0 21.18 138.9W 4.1 421
84/11/02 20:44:58.5 21.18 138.9W 5.7 5.3 5.45
84/11/10 16:40:00.0 370N 116.0W 4.5 3.8 4.05
84/11/23 03:56:04.8 49.9N 78.1E 47 4.5 4.28
84/12/02 03:19:00.0 49.9N 79.1E 5.8 5.2 8.77 4.6
84/12/08 17:29:00.0 21.18 138.9W 5.6 5.3 5.38
84/12/09 19:40:00.0 37.3N 116.5W 5.5 5.4 £.29 4.2 4.35

* Times and locations are those given in the Monthly Bulletins of the USGS except for the event
on 27 October whick was not included in the USGS Monthly listing. The data for this event
are those obtained at the WASHIDC during the GSETT,

maguitude.

The variation in station magnitude bias is sometimes described by a signal ampli-
tude standard deviation which is often assumed to be 0.36 magnitude units (Veitk and
Clawson, 1972). The standard deviation of the station magnitudes for a given event,
varies significantly, however, and is correlated with the mean wave period. In the scatter
diagram in Figure £-5 this standard deviation ranges between 0.2 to almost 0.5 for the

GSETT explosions.
The following source corrections can be obtained from earlier published results
(Marshall et al., 1979):
Table 2-4
“Period(s) Pn-velocity  Correction

E. Kezak 0.79 8.3 0.00

Novaya Zemlya 0.68

SW.Russia 0.44 8.15 0.2%

Tuamotu A. 1.05

S.Navada 1.07 7.8 0.23

12




SN
EK
EK
NZ
EK
EK SR
SR
cEast K
RS
SN=Southern Nedada
? =So0ut westenn Rursia
AzTuamoto Archipelago
) ¥ T ! |
« 30 4. 00 4. 50 9+ 00 5¢50 6. 00
mb (max)

Figure 24,  Mean of measured wave period for the eventz 2Qlat,lsed agiaust the maximum
liklihood estimate of m,. The straight line has a slope of -‘}—-90.2.
m

13

6.




0. S0

0]
o ° o
=
ST
o O
()]
S ° ©
g' o)
o
v&
S o
e
o‘-
O
Q
. 30 0. 50 0. 70 0.90 . 1.10 1030

Period(s)

Figure 2.5, Standard deviation of station magnitudes for the events as a function of
measured mean wave period. The horizontal line correspoud to the often used value of
0.36 of the standard deviation of the standard deviation,

14




The difference between the m,(maz) of the large E. Kazakh and the S. Nevada
events is about 0.8 magnitude units, as shown in Table 2-4, If the source bias corrections
above were applied, the difference would still be 0.5 to 0.6. This difference is quite large
considering the reported M, values for these events (Table 2-3).

The amplitude/period data from explosions during GSETT illustrate that some
parameters of significance for the network detection capability deviate in a systematic
way from a standard, average earth model. For instance, the mean signal period observed
from explosions differs among the source sites (different instrumentation at the particular
stations reporting events from each test site also has an effect on the recorded amplitudes
and detectability, making it difficult to isolate a pure source effect). In approximate
terms, the characteristic dominant period for S. Nevada and Tuamotu Archipelago is
around 1 s, whereas it is around 0.5 s for E. Kazakh, SW Russia and Novaya Zemlya.

The station noise level at 1 and 2 Hz differs significantly at many stations and in
most cases it is lower at 2 Hz. Noise data at both periods were available for 39 stations at
the WASHIDC. About two-thirds of these stations have lower noise thresholds at 2 than
at 1 Hz.

As illustrated in Figure £-5 the variation of signal amplitudes is also a function of
period and it is assumed here that the standard deviations for sites with 1.0 s and 0.5 s
periods are 0.2 and 0.45 respectively, This assumption is based en the scatter of station
magnitudes of large events, and it may not be applicable to smaller eventa.

The detoction capability for the 39 station network was calculated for the four cases
of noise frequency and signal standard deviations. Differences in the 90% detection thres-
holds between the extreme cases (1 Hu, ¢,=0.20 and 2 Hs, ,=0.45 ) vary with geographi-
cal location, and are around 0.2 or more. The lowering of the thresholds, due to changes
in noise amplitudes by going from 1 to 2 Hz, is about the same as by increasing the o,-
value from 0.2 to 0.45. Magnitude detection thresholds at 90% probability for the five

event sites are compared below with the smallest observed magnitudes during the
GSETT.

The smallest magoitude of the events for three of the sites in the table below was
obtained by using o, -values of 0.2 (for S. Nevads and Tuamotu Arch.) and 0.45 (E.

Kazakh) in the maximum likelihood estimation, instead of the value 0.36. The maximun
likelihood estimates are scusitive to the atandard deviation, o, only for smaller events,

Table 2-5
Noise Frequency Signal
(Hz) Std. Deviation
' 1 0.20
1 0.36
2 0.36
2 0.45
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Table 2-6

Site Threshold Smallest

- at 90%  Magnitude
| E.Kazakh 3.89 3.9
N.Zemlya 3.69
SW.Russia 3.74
S.Nevada 4.24 4.26
Tuamotu Arch. 4.28 4.41

“oc., below mb < 500.

As noted above, the magnitude source bias is significantly different (at least 0.2
units) between sites like E. Kazakh and S, Nevada and, if it were to be included here, the
differences in magnitude thresholds would be even more pronounced.

In conclusion, the data recorded by GSETT stations from announced and presumed
underground nuclear explosions illustrate the frequency dependence of network magnitude
detection thresholds. The variation of the detection threshold with frequency is caused
both by variation of the station noise amplitude, receiver and source upper mantle
attenuation, Some variation and scatter in the network magnitude data is also caused by
differences in general among the GSETT stations with regard to equipment and pro-
cedures for detection and analysis.

Hans Israelsson

2.4, UNASSOCIATED SIGNAL DETECTIONS AT GSETT STATIONS

Assessments of capabilities of seismic station networks ses often focused on esti
mates of magnitude detection thresholds, However, global aration networks with low
magnitude thresholds produce o large number of individual atation detections that cannot
be associated with any seismic event defined and located by the network, Assoclation of
detected signals is one important fuaction for a workable global test bar monitoring sys.
tem.

In order to conform with the standard "Networth" approach for detection eapability
computations, it is assumed that station 5, in a network of n stations, detects a signal
from an event with magnitude s, with probability p,:

’ ' m*Tj
pilm)= & [ ——')
Y
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where @ is the standard normal distribution function and T; is the station magnitude

detection threshold (50%) with its associated standard deviation 0.

Another assumption is that a seismic zvent is detected and located by the network if
more than n_, stations detect signals from the event.

The ratio of associated-to-detected arrivals at station j can be calculated from the
probability that it detects signals from an event with magnitude m and that at least n_;
other stations of the network also detect the ever'. If the number of detecting stations,
apart from station j, is denoted £ ;(m), then the probability that a detected sxgnal at sta-
tion j is associated can be written as:

a;(m)=p;(m)P(&,;(m)>n,)

If the magnitudes of the natural seismicity have an exponential distribution, 1.e.,
% "™ for My $mEm_,, then the total number of associated detections becomes:

™

Noeei)= f “j(m)ea-p“dm
"

and the total number of detected signals:

™™

Nuwali)= [ py(m)e*"dm
L

and the ratio of associated to detected signals:

sree

R(j)=~
debect

The dependence of o disappears in the ratio R(j), but if associated detections are cone
sidered from many different selsmic regions, n, with approximately the same S-value but
different a-values, the formula for the ratio has to be extended to:

R(J)"E ausee(0)/ EN.:.:.«(!J)
=l iwl

The number of associated signals and the ratio of associated-to-detected signals for
the network of stations can be calculated from a combination of the formulas above for
individual stations. In some instances, it becomes simpler to calculate these values

17




independently, as outlined below.

The number of detecting stations for an event with magnitude m is a stochastic vari-
able, £,. The expected number of detected signals can then be written as:

» ]
E¢,\= T kP(£,=k)= 1 p;(m)
k=1 =1
It is assumed that an event is detected if signals from the event are detected at more
than n_; of the stations. Also assumed is that unassociated detections occur only in
cases where n_; or less stations have detected signals from the event. The expected

number of unassociated signals for an eveut is also a stochastic variable ¢, and its mean
value can be written as:

S
E$m= 2 jP(€~=j)'
J=1

The ratio for the number of unassociated and total number of detected signals can
be written as:

E(s,)

'au———-

" B(6)

and is a function of magnitude, m. If the number of events as a function of magnitude is
proportional to ¢*™*™, then the number of unassociated and total number of dotected
phases can be written as:

Nowwsr™ [ Ele)e* ™ dm

Nor™ [ E(EQ)e” " dra

and the ratio of the number of unassociated aud total aumber of detected signals
becomes:

Nﬂil"
o ——

N

_ For regional variation of the parameters o and 5, this ratio has to be extended as far
~ the ratio for individual stations above.
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Data sets from the Experimental International Data Centers at Stockholm (STO-
CIDC) and at Washington ( WASHIDC) have been used for the analysis of signal associa-
tion, which is limited to teleseismic first arrivals. The STOCIDC data, which covers the
main phase of the test, t.e., 47 days, was presented in a working paper at the GSE. The
WASHIDC data set, which covers the entire 61-day period, was compiled imme:liately
after the GSETT. The data available at the two IDC’s during GSETT also differed. The
differences between them is used to indicate the uncertainty in the association percen-
tages.

The differences between the STOCIDC and WASHIDC data sets are shown in Fig-
ure £-6 which compares associated detections (normalized to percent). In Figure £-6 two
stations, EKA and GRAL1, have significantly different association percentages. The differ-
ence for GRA1 may be due to data reported for other subarrays instead of this particular
subarray. The standard deviation of the difference in association percentages is about
10%, which gives an idea of the degree of uncertainty in these types of numbera.

With the formulas above, one can compute an overall value for the unassociation
percentage. The geographical effect of seismicity is taken into account by weighting each
region (i.e., cell in the 15 by 15° grid net used) with the number of carthquakes defined
for that cell by the GSETT. The resulting valuea are presented as association rather than
unasgsociation percentages and are compared in Figure £ 7, with the observed values for

the GSETT, represented by the maximum per cent of the STOCIDC and WASHIDC
data sets,

The calculations are limited to 20 stations. For 13 of the stations, the calculated
and observed values show reasonable agreement, considering the uncertainty in the calcu-
lations, as illuatrated by the 10% standard deviation of the differences between STOCIDC
and WASHIDC. For seven stations, the calculated percentages are clearly higher than
- the obaerved ones: EKA, LAC, MAT, MAW, PRU, RSNY, and RSON. This can pactly
be due to the use of excessively high noise values based on amplitude detection thresholds
in the calculations for these stations, A rerun using the actual noise values did reduce the
percentages somewhat, but not enough to remove the outlying charvacter of thess stations,
at least for EKA, MAT, and RSNY. Local sigaals among the telessismic ones could
expluin the persistent discrepancy for thess stations, A significant reduction in associa-
tion percent is obtained for both MAW and LAQ by using their actual noise values rather
than the amplitude thresholds (converted into equivalent noise smplitudes). The actual
" noise values for thess stations are, however, hardly consistent with thelr numbers of
detected signals,

Haus [szaclsson
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2.5. TRANSMISSION EFFICIENCIES OF THE WMO/GTS

This study compares statistics for transmission of seismological messages via the
GTS during the GSETT with those of the WMO monitoring for transmission of meteoro-
logical messages in 1984, The WMO monitoring occurred during the period 1 October to
15 October, just prior to the start of the GSETT.

In the 1984 monitering period, the WMO checked the availability of weather mes-
sages over globally distributed WMO/GTS circuits. Approximately 660 messages were
sent daily from the test participants. The message arrivals were monitored at several
regional centers. Detailed data from this worldwide test were made available by the
WMO headquarters in Geneva. Data from 38 national reporting centers were chosen to
compare with the circuits used in the GSETT. Message arrival statistics from these 38
sites were collected at the three WMO regional centers (Bracknell, Moscow, and Washing-
ton), corresponding closely to the locations of the EIDC's in the GSETT.

Preliminary transmission efficiency percentages for meteorological messages collected
during the WMO monitoring test are listed in Table 2-7, which include data for transmis-
sion channels from countries participating in the GSETT to the three WMO regional
centers: Bracknell, Moscow, and Washington. The EIDC in Stockholm is not directly
linked to a WMO Center on the Main Telecommunication Network (MTN) and Bracknell
was chosen here as a closely located WMO Center.

For each country, Table 2-7 also gives the neareat WMO center (Bracknell, Moscow,
or Washington) and indicates whether the connection to this center is direct., A direct
conpection has no node between the national facility and the nearest WMO center, Infor-
mation on WMO centers and connections in Table 2-7 was obtained from the chast of the
implementation of the GTS, included in the Conferance Room Paper 13¢/Rev.1. It is
seen from the table that the average network transmission efficiency ranges from 78% to
87%, with a regional center average of 82.3%.

The percentages in Table 2.7 show clear rogional variation. Perhaps the most con.
spicuoue regionel effect is the differance between European and non-European countries,

- In Table 2-7, 51 out of 54 communication channels between Europesn countiles and the

three regional WMO centers have values above 95%, and 37 channels have percontages at
89% or above. This is in sharp contrast to the €0 channcls from non-European countries,
which exceed 95% only in 6 cases.

The dilference in tranasmission efficiency between European and non-European coun-

. tries could be partly due to most Buropean countries having a direct circuit to one or

mose of the WMO regional centers. There are direct circuits only in three cases for non.
European countries, Another factor accounting for the difference between Buropean and

~non-European countries could be the lack of interest in meteorological data outside

Eurtope, where two of the WMO centers (Bracknell and Moacow) eonsidered here are
located. The data cutside Europe could be leas relevant at these centers, and may there-
fore not be accumulated to the same extent.

The WMO monitoring results are compared here with the transmission of seismolog-
tcol messages during the GSETT from the national wsmo!ogxcd centers to the EIDCs in
Moacow, Stockholm, and Washington.




TABLE 2-7 WMO MONITORING TRANSMISSION PERCENTAGES
Region Country Channel Percentages Reglonal Averages
- - - - - - - - - - Center
- - Nearest Center Type Mosc Wash  Brack | Mosc Wash Brack | Average
Africa Egypt* Brack(Mosc) (dlrect) | 542 679 749 | 610 744 835 | 730
Kenya Brack 69.7 86.8 97.3
Zambla* Brack 43.7 64.3 68.8
Zimbabwe Brack 763 884 928
Antarctica  Antarctica® Brack 81.1 63.9 706 | 611 639 706 65.2
Asla Indis® Mosc direct 63.9 ns 81.0 | 613 793 771 726
Indonesia® Wah 233 529 48.7
Japan® Wash dipect 96.6 100.0 0.7
Paklatan Wash 61.3 e 70.7
Thalland Wash 864 M5 004
Europe Austrla® Mosc 100.0 100.0 1000 | 99.8 9.8 972 >9&6
Belgium®* Brack direct | 1000 96.7 100.0
Bulgaria® Mosc direct | 1000 0.4 828
Crechoslo® Mosc direct | 1000 1000 818
Denmark® Brack ditect | 1000 0.3 100.0
Fisland* Mose dlrect | 1000 1000 100,0
France Brack direct | 1000 0e 004
GDR* Mosc 1000 1000 06.7
Gumany FR.* Brack direct 100.0 X ] 1000
Huggary? Mose 1000  100.0 080
Jreland Brazk direct | 1000 * K 100.0
Taly* Beack 1 10) ors %0
Nathelands® Brack dimet | 1000 1000 w3
- Nogway* Brack direet | 1000 8.0 100.0
Romanie Mose 9.2 908 e
Swidw® Mo dlect R w1000
UK* Brack - dlrect | 1000 1000 o1
LILLT Mow dlrect 0o 1 ) 954
NAzeics  Ceseda® Wb dirsct | 813 850 @12 | 84D V23 ®40 | 8%
USA® Waah i (71 ] 8.7 s
S Anaics Argeatisa Wash direch 5.7 149 V| 01 6y 31 i34
Bolivia Wasb ' WO 08 8.2
Brasil Wl - 419 $0.3 350
Colatnbin Wash 218 441 7 1)
Peiv® Wb 49 &7 228
SPacile  Auitralis® Wah 813 8746 are 630 904 &04 | 608
FrPolyneda Wask 693 7.9 985
New Zealazd® | Wb 3] t TR 7]
Avetagm Al Coucleies 750 810 20 823
with * only 2.9 (1) 1 0] 86.9

Countrics marked with * in the table were listed as WMO/GTS users in the procedures

for the GSETT (confesence Room Paper 134/Rev.1) prios to the test,
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Transmission percentages for GSETT have been summarized in Table 2-8 and
include values for about 120 transmission channels to the three EIDC’s. The data, which
cover the period 27 October 1984 to 14 January 1985, have been obtained as the ratio of
the number of unique Level I data messages received and the number of unique messages
sent. Values representing transmission with and without re-transmission are listed in the
table and the countries are grouped by geographical region. In the table, the average
transmission efficiency ranges from 56.8% to 70.2%, with an EIDC average of 64.9%
before retransmission and 71.6% using the retransmission procedures.

Figure 2-8 compares the transmission percentages for GSETT and the WMO moni-
toring to the EIDCs and WMO Centers in Moscow and in Washington. Data for Stock-
holm have not been included in the figure since the EIDC there is not directly connected
with a WMO Center on the MTN. The GSETT data in Figure 2-8 are, except for a few
cases, consistently on or below the line in the figure which represents equal transmission
percentages for GSETT and WMO. The GSETT values are consistently equal to or
smaller than those for the WMO monitoring. This is not surprising, since the transmis-
sion of seismic data during the GSETT also involved some transmission outside the
WMO/GTS itself, i.c., between national seismic facilities and national WMO centers.
Most of the channels with clear differences between GSETT and WMO percentages relate
to countries that entered the GSETT at a late stage and for which sufficient time for the
- necessary preparatory arrangements with WMO/GTS may not have been available.

The network of stations identified with an asterisk in Table 2-8 are those which
announced early participation and provided notification of participation to the WMO.
The average transmission percentage for the WMO monitoring is 87% for these same
changels (not including participants that joined the GSETT at a late stage). The
corresponding figure for the GSETT is 74%. If retransmissions are iucluded it becomes
82%. Even if the WMO monitoring values are slightly higher, the distribution of the
values for the individual countries show clear similaritics for the GSETT and for the
WMO monitoring. Channels with low values for WMO also bave low values for GSETT,
The differences between GSETT and WMO values are, for moat channels, quite small.

The percentage of successful retransmissions to the EIDC was calculated as the
number of unique Level I data messages received after the first transmission, divided by
the total number of unique Level I data messages sent minus the number received during
* the first transmission. In many instances, the number of retransmission messages sent is
quite small and the calculated retransmission percentages are associated with large uncer-
tainities. The percentages in Figure £-9 have been plotted against the transmission per-
centages (first transmission) and the data are compared with a straight-line and a qua-
dratic curve, If the transmission probability between two places, A and B on the
- WMO/G'TS is symmetrical, i.e., the transinission percentages from A to B and from B to
A are equal, the dsta in Figure £.9 would follow a quadratic curve. In spite of the
scatter, the data suggest that a retranamission is successful only for channels that have
fairly high transmission parcentages.

Hans Israslsson
Ralph Alewine
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TABLE 2-8 GSETT TRANSMISSION PERCENTAGES
Region Country No. of Without Re-Trans With Re-Trans Regional Averages
- - Messages - - - - - - - - - EIL
- - Sent MOSC STOC WASH | MOSC STOC WASH | MOSC STOC WASH | Aver
Africa Egypt* 16 6.7 0.0 0.0 6.7 0.0 0.0 3.3 38.3 276 23,
Zambia* 47 0.0 6.4 55.3 0.0 76.6 553 ’
Antarctica | Antaretica* i) 89.6 82.1 66.1 929 100.0 929 | 929 100.0 929 95,
Asla India* 51 98.0 88.2 58.8 98.0 88.2 588 | 363 87.1 728 65,
Indonesia® 41 49 182 61.0 49 78.2 61.0
Japan®* 50 6.0 $6.0 92,0 60 100.0 98.0
Euraope Austria® 2 95.5 100.0 96.5 | 100.0 100.0 1000 | 86.5 92,3 91.1 90,
Belglum® 26 76.9 88.6 88.5 846 96.2 86.2
Bulgaria®* 35 68.6 80.0 743 85.7 88,6 829
Crechoslo® 46 89.1 97.8 0n.s 7.8 100.0 100.0
Denmark® 28 788 75.0 75.0 82.1 85.7 78.6
Finland* 38 100,0 100.0 97.2 | 1000 100.0 100.0
France 51 204 66.7 66.7 €0.8 83.2 88,2
GDR* n 84.8 848 818 97.0 939 970
Germany,F.R.* §0 040 100.0 92,0 98.0 100.0 100.0
Hungary® 50 88.0 82,0 820 90.0 02.0 88,0
Italy* i3 80.6 8T.1 811 93.5 068 06.8
Ireland 1) 514 829 800 65,7 M3 04
Netherlands®* 52 0.4 98,2 08.1 62 6.3 100.0
Norway®* 51 841 100.0 023 96.1 100.0 100.0
Romanla 36 10.7 83 218 18,7 333 78
Bweaden® 14 90,3 100.0 0.3 965 100.0 100,0
UK* 31 824 882 88.3 081 8.0 081
USSR® L1) 1000 4.9 821 | 1000 LT 1K)
NAwmedca | Canada® 143 00.2 oL8 880 | 1000 100,0 003 | 83 100,0 00.7 90,
USA® 413 486 0.8 100,0 08,7 100,0 100.0
SAmarica | Argentina 13 1.7 85 0.0 e 306 00 ] 125 20 248 21,
Braall € 0.0 0.8 ne 09 30.8 286
Colombis 3 0.0 00 na 00 0.0 333
Peu?® hLJ 424 Q4 0.4 424 2.4 38.4
SPacllic Ausiralla® 108 0.2 o8 P12 o4 1000 074 | 808 (1§ 434 40,
Fr.Polyneln n 0.0 129 164 0.0 128 161
Naw Zealand® 48 0.0 42 104 125 125 16,7
Averagw | Al Countries 8 03 s | sy 7es 738 1,
with *® oaly 840 769 f0.2 548 88.) 424 .

Countries marked with * in the table were listed a3 WMO/GTS users in the procedures
for the GSETT (conference Room Paper 134/Rev.1) prior to the teat. The regional aver-
ages relate to percentages with re-trausmission,
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2.6. DISTRIBUTION OF MOMENTS AND MAGNITUDES AND ESTI-
MATES OF DETECTION CAPABILITY

A detection threshold, defined for a seismic station or a network by the magnitude
at which the cumulative recurrence curve for earthquakes departs from a straight line, is
usually adequate as a rough estimate of detection capability. In order to attach high
numerical significance to threshold values determined in this way, several factors must be
considered.

First, a magnitude determination depends not only on the source but also on the sta-
tions providing data for the determination. This makes it difficult to compare detection
thresholds computed for different stations and networks. In order to avoid this difficulty,
attempts are made here to use the seismic moment as a parameter which is directly
related to the source strength and is independent of recording stations or networks.

Second, earthquakes in a given region are regarded as the consequence of a geological
process that has a long cycle time, on the order of 100 years or more. Magnitude distribu-
tions based on data cellected over a short period of time will sample the distribution in a
special phase of this cycle. Distributions also may differ from one period to another, and
the assumption about an exponential distribution may not be valid at the low end of the
magnitude scale, The validity of the exponential distribution is seldom verified by statist-
ical testing,

Data covering only very short time periods are used here as illustrations, including
data reported by the NEIS for the year of 1984 and data collected during the Technical
Test of the Ad Hoc Group of Scientific Experts carried out for two months in the fall of
1984 (GSETT).

The cumulative number of earthquakes as a function of log M, is given in Figure £.
10 for 1984 as reported by NEIS, The curve in Figure £-10 starts to taper off at about
My=10 M, The "b-value" relation between the cumulative number of earthquakes, N, as a
functxon of moment ( log,o(IV)*17.47-0.61log,o(M,)) obtained for a much larger earth-
quake sample (Chinnery and North, 1975) hes been drawn for comparinon in the ﬁgure.
The dnts for 1984 follow roughly this relatxon for smaller events, i.e., for M, between 10%
to 10%, Slope is closer to 0.7 from 10* to 10®, The straight line in Figure £-10 implics
that the empirical distribution of the moment is exponential. As a generalization, the fig-
ure uses the Weibull distribution function, The Weibull distribution was initially intro-
- duced in engineering studies of strengths of solids and was used to characterize breaking
loads,

Kolmogorov-Smirnov distribution testing was applied to the 1984 data, The
hypothesis that the empirical distribution funiction was that of an exponential or Weibull
distribution could be rejected at the 3.2% and 18.0% levels, respectively. Similar results
- were obtained for the GSETT subset of these data, although the estimated values of the
parameters of the Weibull distribution differed slightly.

A simple niode} is used to describe recorded amplitudes and periods as a function of
earthquake source, ($), path, (P), and instrument response (I). This assumes that the

amplitude spectrum of a recorded signal, R(f), as a function of frequency, f, can be writ-
ten as: '
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Figure £10. The data points show the logarithm of the cumulative number of earth-
quakes ay a function of the logarithm of the seismic moment, M, for earthquakes in 1984
a3 reported by NEIS. The line, log, (N)=17.47-0.61'log (M), was estimated from
carthqauke data covering more than 40 years of recording (Chinnery aud North, 1975).
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R(f)=5()-P(f)-1(f)

The source function, S, is assumed to have a cubic roll-off with frequency, based on
corner frequency and moment estimates from some 50 earthquakes in California, Turkey,
and Tonga-Kermadec (Hanks and Boore, 1984); (Molnar and Wyss, 1972).

The path is assumed to be described by a ¢* value for the anelastic attenuation only.
The composite spectrum, R(f), usually has a pronounced maximum, the frequency of
which, f_,., is 2ssumed to correspond to the measured period, T=1/f ... Apart from a

frequency independent constant, the measured ground amplitude, A, is equal to:
A=R(f 00 1(f 5ax) =5 max) P ([ 12ax)

The moment M, is equal to A(0). This means that a given distribution for M, can
be used to derive distribution functions for period measurements, T'=1/f .., and ampli-
tudes, A(f,.)-

Empirical distributions of log,,(4/T), and period data for teleseismic measurements
at the RSTN station RSSD, are plotted in Figure £-11. Curves obtained from the model
above and the distribution for the moments normalized to the RSSD data are also drawn
in the figure and show reasonable agreement with the observed dats. These curves
represent probability density and have been fitted by eye to the data. Large differences
occur, as expected, due to the limited detection capability at smaller amplitude/period
ratios and smaller periods,

The model ahove has also been used to calculate a scaling relation between ampli-
tudes and periods. This relation has been normalized to the data at station RSSD and
has also been drawn in Figure £-11, where comparison is made with actual amplitude and
period measurementa, Although considerable scatter is seen in the observed data, there is
reasonable agreement with the calculated curves.

The model above is also used to calculate probability density functions for body
wave magnitudes, similar to the amplitude/period ratios in Figure £-1.. The Center uses
an average value for the amplitude-distance correction, and assumes an instrument
response of a WWSSN station rather than that of an BSTN station, This is because com.
patisons are made with magaitudes reported by the NEIS shown in Figure 2-12, The
NEIS data cover the same year-long (1984) time period as the moment measurements.
The shape of the calculated curve agrees well with the observed data in the maguitude
interval m,=5.0-6.0. The slope of the probability density curve in this interval and the b
value {or the observed data are close to 1.5 and are clearly different from 1.0, This is &
value often obtained from this kind of maguitude data.

The number of earthquakes in the small-maguitude range is an important parameter
for test ban monitering and sometimes this number is partly based on dowaward extrapo-
~ Iation of the § value curve below the detection threshold. A high b value gives a lavger
- pumber of earthquakes than a small b value, The calculated probability density curve in
Figure £:12 is, however, not linear over the entire magnitude range, but tapers off at
lower maguitudes, i.c., m,<5.0, where it approaches a slope of 1.0. In such a case, the

number of easthquakes will atill be relatively small, cven if the b value is high for m,>5.

Hans Iaracisson
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8. RESEARCH TO IMPROVE ANALYSIS OF SEISMIC DATA

3.1. POLARIZATION PROCESSING ALGORITHM WITH APPLICA-
TIONS TO RSTN DATA

3.1.1. Introduction

Different seismic wave types have distinct particle-motion signatures. Orthogonal
three-component seismograms contain the total ground-motion vector as a function of
time and thus the polarization characteristics of all arrivals present. However, typical
seismograms can be complicated. A given time interval usually contains several types of
seismic waves from the same source, arrivals from different origins, scattered energy, and
in some cases one type of seismic wave from one source arriving from several directions at
once. Polarization processing is an attempt to identify the polarization signatures of dif-
ferent arrivals and separate them based on these signatures, From this, informatior can
be gained on the origin of the seismic waves, the earth’s structure, and propagation
characteristica of different wave types.

This report describes the design and application of a time domain three-component
processor which estimates the ground motion polarization as a function of time and f{re-
quency. The assumption is made that esch frequency component is elliptically polarized
over ssveral cycles of its duration. The data are decomposed into narrow frequency bands

and overlapping time windows, and the polarization parameters are estimated separately
within each segment.

In the past, several different methods for polarization processing of seismic record-
ings have been proposed, Flinn (1965) computed the polarization ellipss in sliding time
windows using the covariauce matrix of the three components of motion, Filtering was
-achieved by applying the degree of desired polarization as a point-by.poiat gain control on
the input traces., Smart (1977, 1981) proposed a three-component processor in which the
parametors of a apecified polarization model were determined by a least-squares fit in the
frequency domaln. This methed yielded polarization parameters of a selsmic wave as a
function of time aud frequency, but was not implemented as a filter to pass specific parti-
cle motions, Samson and Olson (1980, 1981) designed a technique for estimating the
polarization state from the specteal matrix in the frequency domain, The analysis was
performed in slidiog time windowa snd could be applied to single<component multi-
channel array dats as well. Polarization filtering was carried out by applying the degree
of desived polarization as a frequency- and time-dependent gain function on the input
‘data. Suteau-Henson et al. (1985) successfully applied this same technique to thrce-
component ocean-bottom seismograms, RSTN recordings of regional earthquakes and
NORESS wrray data of local events.

The polarization processing algorithm described in this report is novel in that it
operates solely in the time domain to estimate the polarization state as a function of time
and frequency. This approach rbviates the need for spectral estimation withio short time
windows encountered by frequency domain algorithms, Furthermore, the polarization
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filter passes only the vector particle motion with the desired polarization, as opposed to
applying a simple gain function to the input traces. The filtered ground motions are con-
structed by summing together the polarized particle-motion contributions from all time
windows and frequency bands. As a result, the filtered seismograms appear very much
like recorded ground motions, which is generally not the case for polarization algorithms
that apply a simple gain function to the input traces.

This report begins with an outline of the method for doing the frequency and time
decomposition of the seismic traces. Next is a description of the algorithm for estimating
the polarization parameters and performing the filtering to pass specifically polarized
energy. Finally, as examples, the polarization processing is applied to synthetic data and
an RSTN recording of an regional earthquake.

3.1.2. Frequency and Time Decomposition

The motivation for decomposing the seismograms as a function of both frequency
and time is to separate the contributions of seismic pulses with different arrival times and
frequency responses. Clearly, simultaneous multiple arrivals with identical frequency
responses cannot be completely separated using a method such as this. The resolution of
the processor is determined by the time window lengths and filter bandwidths used in the
decomposition.

Figure 8-1 shows a block diagram of the processing algorithm, The main body of
the program is contained within two nested loopa, In the first loop, the input traces are
filtered into narrow frequency bands using a xero-phase filter. The individual bands are

overlapped so that a time domain summation of all passband responses yields a flat
amplitude apectrum,

This concept is illustzated in Figure 8.2, wheve the amplitude spectra as well as time
© responses are shown for seven frequency bands, A time domain summation of all the
impulse responses is also shown as the bottom trace on the sight side, The amplitude
" spectram of this trace in the flat portion between 1 and 10.5 Hs. In this example, a sixth.
order butterworth filter was applied consecutively in both directions to give a gexo-phase
response. The bandwidth Af is a constant number of octaves and is related to the center
frequency f, by

4

Af a8 ——

neycles

where ncycles is an input parameter. The parameter ncycles controls the bandwidth and
- the time resolution of each bandpass filter. In Figure £ 2 the parameter ncycles has been
set to 3. The duration of the filter impulce reaponse clearly decteases with frequency. The
- frequency resolution is controlled by the width of the passbands and the amount of over-
lap between them. The overlap is simply related to the fall-off rate of the filter outside
the passband. A sumination of all the passbands is always unity.




input 3-component seismograsns

e 100D Gver frequency bands

I
bandpass filter

] time window & taper
2 M |
w ] . . 3
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L isolate polarized motion
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& to output trace -
|

Figure 3-1. Block diagram of the pelanuuon processing algorithm, The two main loops
' are over tn:qucm:y and timie,

output polarized trace(s)
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" The inner loop in Figure $-1 is over time windows. Figure 3-8 schematically shows
- this concept. Identical! tapered windows are applied to all three orthogonal input traces
after bandpass filtering. The tims resolution is determined by the window length. Adja-
cent windows are overlapped so that a summation of all segments gives an envelope of
‘unity. The overlap between adjacent windows is 50% and thus the taper length is also
50%. A cosine taper is used. This large overlap gives a substantial redundancy whic..
tends to stabilize the estimation process. The time window length used, Nét, is related to
the time resolution of each passband. This is, in turn, determined by the band center fre-
quency and the parame*er ncycles:

1 neycles
Not = — = =%

Af 1o

where N is the number of samples per segment and §t is the sarapling interval.

Thus, the window length is inversely proportional to the passbend width. This is
the normal trade-off between time and frequency resolution encountered in spectral esti-
mation. A long time window has good frequency resolution, but will smooth over arrivals
of several seismic pulses, which couid have different polarization characteristics, A short
time window has better time resolution, but the estimation variance and senmsitivity to
noige are increased. The actual values used for the time and frequency resolution are data
dependent. The processing algorithm sets the time window length equal to some multiple
number of cycles of each passband center frequency. In applications done to date, the
results are quite robust with respect to the window length, A time segment of 3 to §
cvcles of the passband center frequency has worked well in all cases,

3.1.3. Polarization Estimation

The polarization ellipse is estimated for each time segment in each frequency band.
The covariance matrix R, is evaluated via

1 N
RBy== 88, #i=L.3
im}]

where i and ] are trace indices, t is time index, N is the number of samples per window,
- .and 8, is sample t of trace i. The covariance matrix R,-j is 3x3, real, symmetric and posi-
tive semidefinite (the eigenvalues are positive and may be zero). B is the matrix of coef-
ficients for a quadratic form which is an ellipsoid. This ellipsoid is the best fit to the dats
- points in & least-squares sense, The algebraic eigenproblem for R is to find the eigen-

values (A, A5, Ay) and eigenvectors (u,, u,, u,) which are the nontrivial solutions to

[B=-ANu=0
where I is the 3x3 identity matrix. The eigenvestors are orthogonal and unit length,
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The three principle axes of the ellipsoid are formed by Au,, where i = 1..3. The
principle-axis lengths are A; and the directions are the eigenvectors u;. The squared
eigenvalue A; is the variance or power of the signal in the direction of u; and A, is the
standard deviation or amplitude. The eigenvalues are ordered such that A2, for i<j.
Purely rectilinear ground motion has only one non-zero eigenvalue; A=0 i#1. Purely
elliptical polarization has two non-zero eigenvalues, A,>A,, A;=0, and circular motion is
the special case A;=A,, A,=0. Elliptical polarization also has a sense of rotation, pro-
grade or retrograde depending on the convention for positive. In real applications, all
three eigenvalues are generally non-zero and non-equal, so the polarization is ellipsoidal.
The covariance matrix is usually well-conditioned because random noise and windowing
effects are uncorrelated from trace to trace. The eigenvalue decomposition of a 3x3 real
aymmetric matrix is very fast using standard mathematics libraries such as IMSL.

Qnce the eigenvalues and eigenvectors of the polarization ellipsoid are estimated, the
polarization state of the ground motion in the data segment is completely determined.
For example, the degree of rectilinearity is given by the relative lengths of the principle
axis

rectilinearity = 1 -
' : 2,

and the direction of dominant rectilinear motion is the mejor axis u,. A useful way of
displaying the rectilinear polarization content of three-compol.ent seismograms is to plot,
as a function of both frequeacy and time, the ellipticity and the orientation of the major
axis of the ellipsoid for each window.

3.1.4. Polarization Filtering

Polarization filtering is performed by passing only the vector componant of motion
with a desired polarization state, The following is a descziption of the filtering algorithm
used for passing rectilinear motion. There is no one unique and corrset way of separating
individual paiticle motion signatures when several unspecified pulses are present simul-
taneously. This particular approach has been designed primacily to isolale rectilinear
polarization in P-wave codas.

First, the polarization ellipse is computed in each time segment and frequency band
an described above, A unit direztion vector r is ased to specify the desired orientation of
rectilinear motion to pass. The pass direction is generally not parallel to any of the prin.
¢iple axes of the ellipsoid. Next, the noise contribution is removed by subtracting the
third and smallest eigenvalue Ay from all the eigenvalaes,

2_. .2 2
‘\x""\x““\a
2 .. .\3 3
$=2-
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This operation is justified by the observation that the covariance matrix of uncorrelated
random noise is diagonal with A,=),=A,. Seismic waves have polarization states that are
purely elliptical or rectilinear, and the motion is treated as purely elliptical from this
point forward., In actual seismograms, simultaneous arrivals with different polarization
states often contribute to the same polarization ellipse, which causes the third eigenvalue
to become non-zero. Discarding the third eigenvalue therefore assumes that the desired
motion to be passed is in the plane of the two largest principle axes. Figure $-4 shows a
schematic ci a polarization ellipse.

The polarization filter contains an aperture function for passing motions which may
be close to, but not exactly in, the desired orientation. The aperture has the form cos"¢
where the angle @ is measured from the pass direction r. Any rectilinear motion polar-
ized at an angle 4 from r is passed with a reduced amplitude cos™d. The value 1, which is
the aperture width, iz an input parameter; typical values range from 1 to 50. If n=1, then
the aperture is at its widest and the amplitude passed is just the cosine or projection, For

large n, the aperture is very small, Rectilinear motion at 30° from r is scaled by a factor
0.15 for n=30.

The motion passed by the filter has orientation and amplitude which are found by
combining the polarization ellipse with the aperture function. Call av the vector from the
origin in Figure 3-4 to any point on the ellipse; a is the amplitude of the ellipse in direc-
tion v. Thus av satisfies the equation .f the ellipse with principle axes A;u, and Aju,.
The multiplication of av by the aperture function cos™?is a(v'r)", since v'r = coss. The
rectilinear motion passed by the filter, then, is the maximum of the ellipse multiplied by
the aperture function, i.e., the maximum of a(v'r)" over the entire ellipse. Call the direc-
tion of this maximum ¥ and the amplitude of the ellipse in this direction d. Then 4 is
always on the ellipse, but generally not in any of the directions r, w,, or w,, If the
ground motion is purely rectilinear, this maximum motion will be in the direction of the
major axis, even with the effect of the aperture. The motion passed has an amplitude
A,(ul*r)' and orientation u,. If the ground motion is rectilinearly polarized in the pass
direction r, then the motion passed is simply A,r since u r = 1.

The ground particle motion & passed by the filter within each window is formed by
the orthogonal input components rotated to direction 9:

3
8 = N1 9.8,
fwl

Since the amplitude of the motion passed by the aperture was computed as d(¥r)", a
scaling must be intraduced to normalize the amplitude of the particle motion passed,
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Now 9, is rectilinearly polarized in direction r and has amplitude determined by the aper-
ture and the polarization ellipse.

The final step in the filtering algorithm is the introduction of a scaling term related
to the ellipticity,

-
$‘ = g‘(l_.“—l.)

This scaling is applied as a point-by-point gain to the computed particle motion for each
window. If the polarization ellipse is rectilinear, A;>>A, and the scaling is unity. For cir-
cular polarization A,=J, and the scaling is sero. The parameter m is an input to the pro-
gram. This scaling term controls the filter response to particle motions which are not rec-

When the particle motion to be passed has been computed, the window contribution
is added onto to the output trace at the correct time lag. The processing algerithm then
repeats the above steps for each time and frequency loop summing the individual contri-
butions to produce the final output trace, The algorithm for passing elliptically pelarized
surface waves is similar to the rectilinear algorithm described above. The main difference
is that the computed motion is elliptical so two output traces are generated.

3.1.5. Application to Synthetic Data

Figure 8.5 shows the application of three-component polarisation processing to an
idealized test example. Three orthogonal input traces of 500 samples each contain four
separated arrivals. The firat three arrivals are rectilinearly polarized with incidence
angles 0, 15, and 30° from vertical. The fourth axrival is circularly polarized in the
vertical-north plane; the north component is 90° out of phase from the vertical. Random
noise has been added and all three traces zero-phase bandpassed between 1 and 7.5 He,
The upper three input traces in Figure 85 have signal-to-noise ratio of 80, The fourth
traco shows the polarizationfiltered output designed to pass ounly particle motion rectil-
inearly polarised in the vertical divection, The sperture function was n=30, and the ellip-
ticity scaling parameter was m=1, The time window length used was four cycles of each
passband center frequency. The firat arrival has been passed by the filter virtually
unscathed. The second and third arrivals have been reduced by the aperture function
- cos™@ since, although rectilinear, their orieatation is not vertical. The fousth arrival is
“eliminated by the ellipticity scaling term
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Figure -5, Application of polarization filtering to a simple test example. The
input traces contain four arrivals; three are rectilinear with varying orientations
from vertical and one is circularly polarized. The filtered output is the rectilinear
particle motion in the vertical direction. The filter aperture function allows some
motion to pass which is close to but not exactly in the desired polarization state.
The bottom set of traces are identical to the top set but the random noise level is
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because it is circularly polarized and A, = A,.

, The bottom part of Figure 3-5 shows the same example except that the noise level

has been increased to S/N = 4. The peak amplitude of the processed trace is smaller
than for the low-noise case. In general, the effect of random noise is to increase the mag-
nitude of the second and third eigenvalues rclative to the first eigenvalue. Therefore,
noise distorts the polarization ellipse and decreases the ellipticity of pure rectilinear sig-
nals. The algorithm attempts to compensate for noise by subtracting the smallest eigen-
value from the two largest and scaling by the ellipticity term. The net effect of additive
noise is to "smear" the performnance by rejecting any signal that would be passed in the
noiseless case and passing any signal that would be otherwise be rejected. If several ran-
domly polarized seismic pulses are contained within the same window, the polarization
ellipse is affected in a manner similar to the addition of random noise.

3.1.6. Application to an RSTN Regional Earthquake Recording

The second application of polarization processing is to an RSTN recording of the
Goodnow, N.Y. earthquake of 7 October 1983 ( m,=5.1 ). The top three traces in Figure
3.7 are the three components of the initial P-wave coda recorded on the short-period
instrument at station RSCP in Tennessee. The epicentral distance was 12°, The initial
acrival is at approximately 4.0 seconds on this record.

Figure 3-6 shows the ellipticity, incidence angle and azimuth of the rectilinear
motion as a function of time and frequency. The bottom trace is just the observed vertical
component for reference. The ellipticity, which is the degree of rectilinearity, is quite
variable over time and frequency. The values prior to about 3.8 seconds correspond to the
ambient noise and are of little interest. The ellipticity is quite high at all frequencies for
the initial P-wave arrival at 4.0 seconds. However, the incidence angle at 4.0 seconds is a
strong function of frequency. The higher frequencies are generally more vertically incident
than the lower frequencies over the entire record duration. The incidence angle in the
band .5 - 2.0 Hz at 4.0 seconds is about 34° and the azimuth here is very close to the
theoretical one of 223°, The azimuth for energy which is almost veitically incident is
poorly determined because the horizontal vector component is very amall and easily
obscured by noise.

The fourth trace in i'igure -7 shows a polarigation filtered output. In this case, rec-
tilinear P-wave motion emerging at an asimuth of 223° and an incidence angle of 34°
from vertical has been passed by the processor as the dominant direction of rectilinear
motion in the time around ...0 seconds in the band .5 - 2.0 Hz. This time corresponds to
the initial pure P-wave signal. The results showed that the higher frequencies are polar-
ized more vertically than the lower frequencies. The fourth trace has relatively less high
frequency energy content than the vertical input trace. The fifth trace in is simply a
high-pussed version of the fourth trace. '
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the RSCP recording of the 7 October 1983 Goodnow N.Y. earthquake. The bottom trace

shows the P-wave coda observed on the vertical component.

Figure $6. Polarization parameters as a function of frequency and time for a segment of
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Pigure 8-7. Polarization filtering applied to the 7 October 1983 Goodnow earthquake at
RSCP. The top three traces show the 3 input components. The other traces are outputs
from polarization filtering, Trace 4 is the broadband rectilinear motion with an incidence
angle of 34°. Trace 5 is a bandpassad version of trace 4, Trace 6 is the broadband rectil-
inear motion at an incidence of 5°. Trace 7 is the rectilinear motion in the Sy, orienta-
tion. Trace 8 is the vertical input component scaled by the ground motion ellipticity as a
function of frequency and time,




The sixth trace in Figure 3-7 shows the wide-band rectilinear motion passed for an
incidence angle of 5 °, which is approximately the dominant polarization direction of the
higher frequency energy. A comparison of the amplitudes of the fifth and sixth traces
shows more high-frequency energy emerging at 5° than at 34. The seventh trace shows
the rectilinearly polarized energy in the S, direction. The incidence angle used in this case
was 124°, 90° from the low-frequency incident P-waves. Several isolated packets of
energy are apparent in the S, motion which lag the rectilinear P-wave energy in time.
All the results presented above were obtained using an aperture parameter of n=30, an
ellipticity parameter of m=1 and a window length of 4 cycles. The bottom trace in the
figure shows the vertical component of motion with a point-by-point gain function
applied. This gain is the frequency and time dependent ellipticity term with m = 10, The
gain is near unity if the particle motion is rectilinear.

8.1.7. Summary

An algorithm has been outlined for estimating the ground particle-motion polariza-
tion of three-component seismograms and filtering them on this basis. In this approach,
the polarization parameters are evaluated in the time domain as functions of time and fre-
quency. The assumption is made that each frequency component is elliptically polarized
over several cycles of its duration. Such a time domain approach obviates the need for
spectral estimation within short time windows associated with frequency domain tech-
niques. Polarization filtering is performed by passing only the vector particle motion with
the desired polarization state. An aperture function is used, allowing motion to pass
which is polarized close to, but not exactly in, the desired orientation. The polarization
processor was implemented to estimate and filter rectilinear particle motions on synthetic
data and on RSTN recordings of a regional earthquake.

The synthetic tests indicated that performance of the algorithm is sensitive to ran-
dom noise when high-resolution short time windows are used. Investigations are currently
being performed on methods of improving the processing performance on noisy recordings.

The second application was to the P-wave coda of a m,=5.1 earthquake in New York
State recorded at RSCP. Results showed a high degree of particle-motion rectilinearity at
the time of the direct P-wave arrival at all frequencies, However, the angle of incidence at
this time was a strong function of frequency. The higher frequencies were more vertically
polarired than the low frequencies, generally throughout the entire record. Subsequent
analyses of recordings at several RSTN stations have shown a similar frequency-
dependent polarization directicn. Polarization filtering of this event showed 3 or 4 distinct
packets of rectilinearly polarized energy in the P as well as Sy, directions. The S|, energy
was delayed relative to the P pulses,

Future plans for research on this topic include applying the polarization processing
to P-wave coda of teleseismic recordings in an attempt to separate the contributions of
near-receiver secondary phases from near-source depth phases, implementing a filtering
algorithm for estimating and passing surface-wave particle motions, and investigating the
cause for the observed changes in P-wave polarization angles with frequency.

Andy Jurkevics
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8.2. EXPANDED USE OF COMPUTERS IN REGIONAL DATA
ANALYSIS

Computer usage i seismology has been primarily confined to the so-called number-
crunching tasks, These include tasks such as forward and inverse modeling, and the pro-
cessing of real time seismic data. The success of these methods relies on the many seismo-
logical observations that can be described mathematically in terms of source and path
effects. However, some seismological problems are interpretational and depend on the
ability to use concepts, relationships, and pattern recognition, as well as drawing upon the
Center for Seismic Studies experience and the experience of others. The analysis of data
from a regional seismic network involves both of these approaches. Numerical methods
are used for such tasks as event detection and location, and incerpretational, or hueristic,
methods are used to distinguish real events from noise triggers, or local events from
teleseisms, or quarry blasts from local tectonic events. The heuristic methods are gen-
erally undertaken by human analysts since the rules the analyst uses are difficult to quan-
tify and thus difficult to program. However, as the volume of data handled steadily
increases, it will become necessary to automate and program these heuristic rules so that
the analyst’s time and skills are used efficiently.

The goal of this project is to tap the skills and experience of human seismic analysts
and use these for improved automated seismic analysis. Over the course of the next few
Quarterly Reports, the Center will show its progress on a number of sub-projects involv«
ing the use of heuristic rules. These include:

o Improvements to detection processing algorithms including the use of three-
component data to constrain azimuth and angle of incidence, as well as the use of
Walsh transforms and frequency counters to discriminate regional and teleseismic
events.

e Improvements to post-detection processing including pattern recognition to
discriminate different types of events, and automatic association of events based on
recognized moveouts and waveforms.

One of the tools being investigated for this project is the sonogram. A sonogram is
essentially a plot of signal spectra versus time. Unlike an ordinary spectrum which is a
transform over a single time interval, the sonogram provides a running spectrum along a
seismic trace. An example of a sonogram for an event which occurred near Ottawa and
recorded on station RSNY is shown in Figure $-8. In many ways, the sonogram simulates
the process an experienced seismic analyst goes threugh in analyzing a seismic event. The
analyst looks at changes in amplitude and frequency along a seismic trace tc identify an
event and its associated phasea. Much more information is contained in a sonogram than
is neceasary for an analyat to interpret s signal. The question becomnes (1) what simple
parameters does a human analyst visually extract fzom a seismic signal in order to iden-
tify and classify a selsmic event and (2) can these parameters be extracted from the sono-
gram in order to characterize the event for future comparison with other eventa. deally,
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the computer would have a dictionary of event characteristics which i would use in a
correlation process to identify a new event. Thus, the computer may eventually be able
to automatically identify a seismic signal and have this identification available as part of
the routine post-detection output.

Although the possibilities for heuristic processing of ceismic signals are virtually
Jimitless, the Center will be focusing on this automatic identification problem in the work
and reporting on its progress in futurs Quarterly Reports.

Jay J. Pulli
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4. STUDIES WITH REGIONAL SEISMIC DATA

4.1. LOCAL ATTENUATION AND SITE EFFECTS AT RSTN STATIONS

Knowledge of the spatial and frequency dependence of seismic wave attenuatiou in
the earth serves two important purposes in seismology. First, it allows one to correct
. observed seismograms for propagation effects and retrieve information about the source
" strength. - Second, it allows one to include realistic propagation effects in numerical simu-

' '-':f.':la.tions for comparison with observed waveforms. Attenuation can be measured with &

" pumber of different techniques, depending on the frequency band of interest. One com-
g ~mon technique is to measure seismic wave amplitudes from a given source over a great

: 1:._:-;circle path that includes two stations. However, the measured attenuation value will only
.. be valid for that particular path. Any variations in attenuation which may exist along

‘that path -will be averaged into the final Q value. Additionally, such measurements at
‘high frequencies often show large variations, which is often due to wave scattering. As.
seismology mioves closer to handling realistic three-dimensional heterogeneous earth
models, it becomes necessary to describe seismic parameters on a point-by-point basis,
‘rather than by path-averaged approximations. One way to estimate seismic wave
attenuation over short distances and at high frequencies is by measuring the amplitudes of
scattered waves in a small volume surrounding the source and receiver. These scattered
-waves, known as coda waves, arrive at a recording site after the passage of the primary P-
and S-waves and comprise the tasl of a local or regional seismogram. Coda waves have
_been studied in a number of tectonically active and stable regions around the world and
their behavior has been successfully used to estimate properties of the source, path, and
recording site (e.g., Aki and Chouet, 1975; Aki, 1980; Herrmann, 1980; Pulli, 1984; Phil-
lips, 1985).
This study is aimed at determining the local attenuation and site effects at the
RSTN stations RSNY, RSCP, RSON, and RSSD. These stations are located within or
_ near zones of active seismicity and/or quarrying. Thus, numerous local sources ars avail-
able for analysis. There are a number of models available for interpreting the coda waves
generated by these local sources, All of these models can be expressed in the form:

A(f1t) = 5(/) - R(f) - P(f1 1)

Here, A(f|t) is the RMS amplitude of the coda at frequency f and lapse time ¢ (raeasured
from the source origin titne), S(f) is the source effect, R(f) is the receiver (or site) effoct,
and P(f| t) is the path effect. A simple form of P(f] ¢t) is

P(fl t) - t-. e“"j‘/Q.(’)

where a equals 1.0 for body waves and 0.5 for surface waves. Q,(f) refers to the total Q
of coda waves propagating iz an ellipsoidal volume surrouading the source and receiver.
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Since the path term P(f| t) is the only one to depend on lapse time t, the logarithm of the
RMS amplitude of the coda versus lapse time at a fixed frequency f is thus inversely pro-
portional to @,(f)

(108109)"7' .

log,,[A(f| 8)t*] = C -

wlA(f]8)+] o0

C is a constant which equals log,,[S(f)'R(f)]. Thus, in order to determine Q,(f), the

seismogram is first bandpass filtered. The RMS araplitude of the coda is caiculated and
multiplied by ¢* and the slope of the logarithm of this quantity versus ¢ is calculated.

In this study, four frequency bands have been considered. These bands are outlined
in Table 4-1. The bands were choser to be the same or similur to those chosen in the
above refzrenced works to allow comparison of the results. An example of the procedure
for the analysis of coda waves is illustrated in Figure 4-1. The event being analysed is an
aftershock of the 7 October 1983 Goodnow, NY earthquake (main sheck m, of 5.2). This
aftershock had m, 4.2. The seismogram has been filtered through band number 4 with a
center frequency of 12 Hz. After filtering, the envelope of the entire seismogram is calcu-
lated. Next, this ervelope function is low-pass filtered below 0.2 Hz to provide smooth
RMS amplitudes. For this example, the value of @, obtained is 1100. For the approxi~
mately dozen events examined so far at station RSNY, the measured values of @, obey
the relationship

Q.(f) =50 1 *

These values of Q, are somewhat lower than the values of Lg Q obtained by Hasegawa
(1985) and Gonez and Dean (1986) for eastern North America. Hasegawa's measure
ments indicate that the Q of Lg waves 0beys the relationship @ () = 900 f %3 while
Concy and Dean found that. Qy,(7) = 1000 j . A possible explumhon for the lower

Table 4-1
FIL‘IER PARAMETERS F(}R OODA ANALYSIS

Band Certer Frequency (Hx) | Bandwidth (Hz) |
i 1.50 100
3 5.00° 3,60
3 600 4,00
4 12.00 | 8,00 ;
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values obtained sc far in this study is that the Q vaiues are measured over much smaller
propagation distances. . Studies of seismic wave attenuation in the Central and
" Northeastern United States have shown that larger values of Q are obtained when meas-
urements are inade over longer distances, Presumably, this is due to small variations in
Q which are averaged out over long distances and lead to a bias toward the larger values.
For the example show in Figure 4-1 the measnrement was made for lapse times between
30 and 90 seconds. This time interval corresponds to an ellipsoidal volume of abcut 200
km in lateral extent around the source and receivez.

As this project continues, the analysis method will be applied to the other RSTN
sites and will compute both path effects and site effects. It should be mentioned that the
.. theory of coda wave propagation and 2ttenuation is one that is not completely understood
at this time. Questions remain as to whether single scattering or rnultiple scattering con-
stitutes the coda. In order to address these uncertainities, alternative models of the coda

will be applied to the data and the results obtained from each model compared.

Jay J. Pulli

4.2. DISCRIMINATION OF QUARRY BLASTS FROM LOCAL EARTH-
QUAKES

Discrimination tetween quarry blasts and natural escthquakes at regionz! distances
has long been a problem faced by seismic analysts. As regional seismic networks were
installed across the United States, analyate gradually ‘learned’ to recognize the charac-
teristics of seismic signals generated by quarry blesis and chemical explosions in their
study areas. Thesc recognizable characteristics, such as the absence of dilatational P-
wava first motions and the presence of large-amplitude Rg waves, allowed experienced
analysts to reduce the amount of time spent cn such evenis and devote their efforts to the
analysis of naturally occuring earthquakes,

Under a Comprehensive Test Ban Treaty (CTBT), vast amounts of seismic
waveform data will have to be analysed, and derived seismic parameters must be quickly
reported to ventral data facilities, Much of this effort can bs handled by computers incoy-
porating event detectors and post-detection processors, Howevar, there will inevitably be
reporting stations and small arrays located near areas of active quarrying. The automated
systems shouid be able to discriminate between eventa from the quarrying arcas and
events of izterest to CIBT monitoring. In addition, there is the issua of discriminating
- between chemical blasts and nuclear explosions at similar locations.

During the 1984 GSE Technical Test, the United States contzibuted seismic parame-
ter data from six North Americar stations. According to US/GSE/87, among the
analysis problems encountered, the greatest procedural difficulty involved the analysie and
reporling cf local eventa, The sheer number of locele cauvaed a serious analysia problem,
Later review showed that the majority of these local events were quarry blasts and chemi-
cal explesions, Anelyats adopted procedurcs based on signal characteristics to identify
these local events, but these procedures were invoked during the analyst raview process

“end thus still involved considerable amounts of humen intervention and time,
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Automation of these procedures would be beneficial to the analyst’s tasks.

) A number of investigators have examined the problem of quarry blast versus local

earthquake discrimination, with little success. For example, Gupta et al. (1984) exam-
ined the spectral characieristics of regional phases generated by quarry blasts, nuclear
explosions, and small earthquakes and found large variability from one event to another.
This large variablility prevented the establishment of a single discriminant or set of
discsiminants which could be universally applied to regional seismic data. In approaching
this problem, the Center for Seismic Studies will not be looking for one discriminant
which works in all areas. Instead, the Center is concentrating on the study of regionally

dependent source and path affects which can be applied to specific stations for specific
seismic zones,

This study reexamined the local waveform data for quarry blasts and regional earth-
.quakes recorded during the GSE Technical Test. The starting point is the waveform data
from the RSTN station RSSD near Rapid City, SD, chosen because of the large percen-
tage of reported iocal aveuts and the obssrved distinct characteristics of quarry blasts in
this area. For example, Figure 4-2a shows the short-period vertical recording of a quarry
blast which occured on 11 Dscamber 1984 at 22h 30m UTC. This blast was located
approximately 200 km from RSSD, A siriking feature of this recording is the low-
frequency surface wave comporent arriving at a lapse time of about 90 seconds. These
surface waves have an apparent group velocity of about 2 km/sec. Figure §-2b shows the
szme recording, low-pass filtered to eliminate frequencies above 1.5 Hz, In this frequency
band, thess surface waves constitute much greater energy than the body wave phases,
The P-wave phases axe largely invisible in this passband. Likewise, Figure §-2c shows the
sanie recording high pass filtered to eliminate frequencies below 1.5 Hz. Note that only
the body wave phases aud their respective codas show up in this passband. A simple way
to represent these distinst characteristics is to calculate the difference between these two
passbands, Thus, subtraction of the high frequency envelope from the low frequency
envelope praduces a wingle characteristic which identifies this quarry. Figure 4-2d shows
this difference of the envelope functions. Note that the body wave phases appear as nega-
tive amplitudes whereas the surface wave phases appear as positive amplitudes, Imple-
mentation of such a characteristic could be easily incorporated in the post-detection pro-
cessor as a simple correlation.

Currently, a large number of vegional events recorded at the RSTN stations during
the GSETT are baing examined. Although the characteristic observed above has also
worked at station RSOP, other characteristics which may be unique to each station or
soismie region are being investigated. This is equivalent to the so-called ‘learning process’
mentioned in the first paragraph. This learning process can be automated so that a sta-
tion procassor can accumulate knowledge autornatically with time and determine its own
characteristics with time. ‘T'his is the ultimate goal for this project.

Juy J. Pulli
Antolnette Campanella
Michael Tiberio
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Figure 4-2. Recording of a quarry blast on the RSTN station RSSD. a) Unfiltered trace.
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4.3. SEISMOGRAM MODELING CAPABILITY

To model the effects of source depth and propagation to regional distances, the
Center for Seismic Studies has implemented an algorithm to obtain full wave solutions in
horizontally layered media by the superposition of normal modes (Harvey, 1981). A par-
tial evaluation of the major computational program FINDPOLE has been made for
application to various problems currently being addressed by the Center research staff. In
addition, some synthetic seismograms have been generated to illustrate the effect of vary-
ing source depth.

Table 4-2 lists the input parameters and computer requirements for a number of
simulations in a 4-layer New England crustal model (Foley et al., 1985), a 3-layer model
derived for the Canadian Shield (Taylor, 1985), and a similar layer over halfspace. Table
4-3 lists the layer parameters for each crustal model.

As expected, the run times in VAX 780 cpu hours increase approximately as the
square of the maximum frequency (fmax). Increasing the depth to the cap and the max-
imum time window (tmax) has an almost linear effect on the run times in these ranges.
Little is to be gained by restricting the solution to include only P-SV modes, since its run
time is comparable to that for the complete solution. The presence of the cap layer,
which is recessary to the locked mcde approximation for the inclusion of body wave
phases, can be eliminated for conventional surface wave calculations. Consequently, run
times are reduced considerably. '

Table 4-3
~ FINDPOLE parameters
| Cap depth tmax | fmax | cpu | output siz¢
Model | “tom) | ™09 | (sec) | (hz) | (brs) | (mbytes)
NE B4 poveh | 100 2 | 1 0.25
NE 54 100 5 5.6 1
NE 54 200 2 19 0.5
NE 1356 100 10 41 12
NE 138 100 b 10 3
NE 135 100 2 2.2 0.5
NE 54 100 10 21 5
Ccs 125 psvsh | 100 2 | 12 3.5
Cs 125 pov 100 2 08 0.2
Cs 125 sh 100 2 0.3 0.2
LOHC 136 peveh | 100 | 2 | 11 0.5
LOHC 136 psv | 100 | 2 | o9 0.3
LOHC 138 sh 100 2 0.3 0.2
LOH psvsh | 100 2 0.2 0.1
LOH sh 100 2 0.05 0.05
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Table 4-3
Velocity models
New England (NE)
Vp Vs Density | Thickness
(km/sec) | (km/sec) | (gm/cc) (km)
5.31 3.07 2.7 0.88
6.06 3.5 2.75 12.21
6.59 3.8 2.8 21.51
8.1 4.68 3.3 20.0
16.0 9.0 3.5 cap
Canadian Shield (CS)
6.09 3.52 2.75 10.0
6.66 3.85 2.8 30.0
8.04 4.65 33 85.0
16.0 9.0 3.5 cap
Layer over halfspace LOHC and LOH (no cap)
6.4 3.7 2.75 36.0
8.1 4.7 33 100.0
16.0 9.0 3.5 cap

Figure 4-38 shows vertical seismograms for the first case in Table 4-2, The vertical
channels shown here for 4 depths have been filtered by the RSTN short period instrument
response. The relative amplitudes are plotted here to demonstrate the dramatic effect of
source depth on the amplitudes of L, and R,. Recent studies (Eissler and Kanamori,
1985; Kafka, 1985) have shown that the amplitudes of these phases relative to the body
wave amplitudes ars extremely sensitive to source depth, particularly for events in the
upper 3 to 5 km of the crust.

The capability to compute full-wave seismograns represents an important analysis

-tool for interpreting the complex wave features observed at regional distances, Whereas

recorded motions contain the effects of geologic irregularities within the crust and upper
mantle, for most cases the recorded motions are dominated by seismic phases that result
from horizontal wave guides in the earth, By assigning representative regional properties

- to layered-earth models, synthetic seismograms can be made that closely resemble

recorded motions (e.g., Herrmann and Nuttli, 1975; Bache et al., 1980; Bache et ol.,
1981). This capability is useful for interpreting recorded events and serves to further

- establish reliabilities and deficiencies inherent in the idealized model, The capability is
- also useful for revealing trends to be expected in regional observations, The Center is

currently applying the full-wave methods for interpreting key events in an effort to
explain obsetved signals and determine source parameters. Also, in accordance with the

“Center's research plan, studies are underway to seek improved discriminants for determin.

ing source depth from ragional observations,
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Figure 4-§. Calculated vertical response of an RSTN short period instrument to a vertical
strike-slip source at a distance of 200 km and depths ranging from 0.5 to § km in the New
-England earth structure of Table 4-3.
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Simulations are currently being made for New England and Canadian Shield crustal
models to assist in projects relating to: '

1. Evaluation of propagation and source effects on recordings of the 15 October 1985
Ohio and 19 October 1985 New York earthquakes at station RSNT.

2. my and L’-magnitude biases between NTS and East Kazak nuclear explosions.
3. Discrimination of quarry blasts from earthquakes recorded at RSTN stations.
4. Modal analysis of surface waves at regional distance for depth information.

5. Modeling of regional phases recorded at RSTN and NORESS,

Paul Dysart
Gerald Frazier

44. MAGNITUDE SCALING OF HIGH-FREQUENCY EARTHQUAKE
SPECTRA

4.4.1, Introduction

The smallest events recorded at regional distances generally have dominant frequen-
cies above 1 Hz, The maximum signal-to-noise ratio for body phases along high Q paths
is expected to occur near the corner frequency of the source because the displacement
amplitude spectrum for ground noise in this frequency range (f > 1 Hz) decays roughly as
inverse frequency squared. Consequently, the magnitude dependence of the source near
the corner frequency is directly relevant to event detection, Also, high-frequency signals
are potentially useful for determining source parameters (e.g., depth and variable fre-
quency magnitude), and discriminating betwsen earthquakes and explosions. For exam-
ple, spectral differences between earthquakes and explosions at frequencies above the
corner frequencies have been proposed as a possible discriminant by Evernden et ol
(1985).

This report reviews the high-frequency response of earthquakes in an effort to iden-
. tify trends and to evaluate those characterizations used by Evernden et al. (1986). First,
source models derived from idealized representations of the fracture process are reviewed
and some apparent deficiencics are noted. To resolve theso deficiencies, an alternate scal-
* ing relation that increases the sensitivity of high-frequency motion to earthquake magni-
tude is proposed. High-frequency recordings have become much more abundant in recent
years, particularly at close distances, and the interpretation of these data is actively being
pursued by several researchers, Review of these studies indicates that the high-frequency
properties of earthquakes are not well understood. Some researchers speculate that, in
many cases, the corner frequencies observed for small earthquakes may frequently contain
more information about the recording site than about the size of the source. Also, the rate
of decay of the high-frequency asymptote is still uncertain, although decay with inverse
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frequency squared is usually assumed.

4.4.2. Source Models

Conventional earthquake models produce far-field spectral amplitudes that approach
two asymptotes, one at high frequencies and one at low frequencies, as illustrated in Fig-
ure 4-4. The mid-frequency at which these asymptotes intersect is termed the corner fre-
quency, f.. The low-frequency asymptote is flat in displacement amplitude, A(f), and the

high-frequency asymptote decays as the inverse square or cube of frequency depending on
the model. This general behavior can be expressed by

A(0)

A =
W1 @

where p = 2 or 3 denotes the model-dependent decay rate of the high-frequency asymp-
tote. This simplified relation represents only the asymptotic form of the source spectrum
and does not include niodel-dependent details of the source such as azimuthal variations
resulting from radiation pattern and directivity of the dynamic fracture.

The far-field displacement averaged over azimuth is proportional to the moment rate

of the source, and hence the low-frequency asymptote A(0) scales directly with seismic
moment, M, The moment is given by

M, = (shear modulus) (source area) (average offsct) (2)

~ Ac L}
where Ac is the static stress drop, L is the characteristic dimension of the source, and =
denotes proportionality, The length and width are assumed to be of comparable size,

The average offset then scales with the product of stress drop and source dimension to
obtain the above scaling relation for seismic moment (Kanamori and Anderson, 1975).

The corner frequency at the intersection of the two asymptotes corresponds to a

time constant for the idealized fracture. Eaxhhquakcs maoy likely have several characteris-
tic times including:

1. source duration, ¢,

2, slip duration at individual poiats (rize time) or tinie separation of fractute irregu-

3. local transition time for the individual fracture irregularitios, ¢,
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For most idealized source models tlie time constant is the duration time for source
fracture, which scales with source dimension, i.e.,

fomL™ (3)

The scaling relations presented in (2) and (3) are substituted into the general
asymptotic form of (1) to obtain the scaling relation for the high-frequency asymptote

3

A(f>f,)~ Ao (4)
Ly

First consider models that produce spectral amplitudes decaying at lugh frequencies as

- inverse frequency cubed. Substituting p = 3 into (4) gives

A(f>>f)® be 7 (5)

That is, the frequency-cubed models with a constant stress drop preduce the same high-
frequency radiation independent of earthquake size. Avchambeau’s model (1972) used by
Evernden et al, (1986) has this characteristic for the P-wave radiation. As pointed out
by Aki and Richards (1980, p 822), this model docs not appear to explain the entire radi-
ated signal. To compensate for the longer durations associated with larger earthquakes,
the amplitude of the high-frequency time signal would actually have to decrease with
increasing magnitude.

This point is expanded as a basis for subsequent comments on the scaling of high-
frequency motions. The time eavelope of the far-field radiation from the source, narrow
baud filtered at frequency f>>/,, is spproximated by a quadratic time function, i.e.,

Ul f551) = Wi 28 (8, = 1) o ®

- where g = f ' L is the source duration. 'I‘hw function, illustrated in Migure -5, depicts
_ the gradual growth and decay in fault area that contributes to the sigual as a function of

time, The spectsal amplitude is then the area under the narrow band signal envelope: |
: - oy o - :

A1) = [ Ul rof) &
J b 12
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For A(f>>f,) independent of L, as in the frequency-cubed models with constant

stress drop (5), the implausible result is that the high-frequency envelope U_,, must
decrease with increasing source size.

It appears that earthquake models with a high-frequency asymptote proportional to
inverse frequency cubed do not include the effects of abrupt changes in fracture velocity.
Inclusion of a stopping phase in idealized source models results in a high-frequency asymp-
tote proportional to inverse frequency squared. For these models with p = 2 and fc%L'
the high-frequency asymptote (4) becomes

A>»f)~ bl (8)

Here the high-frequency asymptote scales directly with the source dimension, The max-
imum amplitude of the high-frequency time signal U, from (7) is now invariant of the
earthquake size, but the initial amplitudes ( ¢<<t, ) still decrease with increasing size to
accommaodate the increases in source duration with increasing magnitude. This behavior,
illustrated in Figure {-5, is still not consistent with observations and appears to consti-
tute a serious deficiency.

As mentioned before, it is the stopping phase that causes the inverse frequency-
squared asymptote. The stopping phase occurs along the exterior perimeter of the simu-
lated fracture, which scale linearly with the source dimension; hence, the spectral ampli-
tude of high frequencies scales lincarly with source dimension. It seems much more likely
that irregularities in the dynamic fracture are distributed over the entire source area, As
.- discussed below, provision for sinall scale irregularities in the fracture process incroases

- thesensitivity of the high-frequency motions to source dimension,

4 Several studies have demonstrated that the recordings of strong ground motions
from potentially damaging earthquakes (M > 5.5) can be modeled by combining the
recordings from small earthquakes in sufficient number to match the moment of the Yarge

“event (e.g., Haxtzell, 1978; Hedley and Helmberger; 1080, Hadley et al,, 1982), Time
delays for the small earthgquakes are assigned to mimic the gross fracture velosity of the

iarge earthquake. With this procedure, the very low-frequency motions add together in

- phase, while the high-frequency motions combine with cssentislly random phase. If N
small mthquakes of length L and moment M are used to construct one large carthquake

 of length L>E then moment M, = N M, Nate from (2) that the moment and the low-

' 'quucncy ampht.ndes scale wnth length cubed to give

A C R
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Figure {-5. Time envelope of narrow band far field source radiation for f>>f, for the two
spectral source models shown in Figure 4-4.
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The very low-frequency amplitudes for the small earthquakes .Z(f <« f,) combine in phase
to produce the low-frequency amplitudes for the large carthquake, i.e.,

A(f<f)=NAF«F) (10)
3
L -~
=( —;] A(ff,)
L
In contrast, the high-frequency amplitudes combine with random phasa to give

A(f>»,) =VN A(f>f) (11)

3/2

( -L-] A1)
L

Hence, there exists a reasonable basis for considering that the high-frequency ampli-

tudes for earthquakes scale with length to the three-halves power. This scaling relation .

differs from that derived for both the frequency-cubed models (5) and the frequency-
squared models (8). In addition, the degree of coherence or randomness of high-frequency
phase may provide a magnitude-dependent parameter which effects the scaling of corner

frequency with source dimension and stress drop. Intreducing the result of (8) into (4)
yields

e 1»

e )

f. =
¢ Ac

where q is the scaling power of L with high-frequency mx}?litude. For a constant stress
drop and q=3/% shis relation requires a scaling of f, & L™,

4.4.3. Observations

A study of the Mammoth Lakes earthquake sequence (Archulota et al,, 1982) showed
a scaling of stress drop with selsmic moment, This and other studies (.., Chouet et al,,
1078; Rautian et al,, 1978; Bakun et al,, 1976} suggests that the concept of similarity
among earthquakes {Aki, 1867) does not apply to events in the low magnitude range (M,
- < B ). The idea of asperities and barriers (Aki, 1084; Das and Aki, 1977; Takeo, 1083)
has been useful in explaining some of the observations by providing mechanisms which
constrain the characteristic dimensions of the source region while ailowing variable slip
functions and high-frequency behavior. However, thess mochanisms, although active in
soine regions, connot be universally applied to all small ovents,
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The independence of the various parameters used to describe the earthquake source
and the practical ability to measure them from high-frequency recordings has recently
come under question. The effects of site response and near-receiver attenuation have heen
. found to have a severe effect on the shape of high-frequency spectra (Cranswick et al.,
1985; Dysart, 1985; Frankel, 1982). Consequently, observed scaling relations are some-
times spurious aud not related to the physical parameters implied by a single source
model or scaling law. These effects, together with a typically wide physical scatter in the
estimated parameters, especially stress drop estimates, make observed scaling relations
from high-frequency data difficult to interpret.

Some efforta have been made to improve source parameter estimates by limiting the
number of independent source parameters, correcting for site response, and uvsing more
stable estimation procedures, A recent study by Andrews (1985) has shown seismic spec-
tra which are more consistent with conventional scaling laws. Using only two indepen-
dent source parameters computed from spectral integrals he made the following cbserva-
tions ia his study of the 1980 Mammoth Lakes sequence.

1. The spectral shape is independent of earthquake size, and adequately described
using seismic moment and corner frequency.

. An f "% falloff rate above the corner frequency provides a good fit to all the spectra.
3. There is no clear corvelation between stress drop and size,
4. There is a strong correlation between Brune (1670) and Hanks (1981) stress drops.

5. Stress drop has a log-normal distribution of stress drops with a standard deviation
of 2,

‘These most recent observations support the concept of similarity among earth-
quakes, and srgue sirongly in favor of a frequency-squared source model with constant
stress drop, and the scaling of high-frequency amplitudes with source dimension as shown
in nesr-field studies of peak ground accelerations (e.g., Campbell, 1981).

4.4.4. Summary

Stmplified earthquake models in the literature fail to explain ismportant observations
of earthquakes, such as the increase of the high-frequency tima envelope with increasing
magnitude, and the scaling relationship between high-frequency amplitude and source
dimension, The frequency-cubed model used by Evernden et al. (1986) appears to require
high-frequency motion to increass with decreasing magnitude for a constant stress drop.
leir iodel therefore opposes the weight of easthquake obscrvations which points to a
0™ falloft rate, and a scaling of the high-frequency envelope with magaitude. Thia report
presented a basis for scaling high-frequency amplitudes with the source dimension to the
three-halves power which partially alleviates this dilemma. Spectral amplitudes at high
frequencies are expested to decay with inverse i‘rcquency-»aquarcd as the result of ieregular
jties in the fracture process,
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Earthquake spectra are not easily observed at high frequencies because of the severe
effects introduced by wave transmission. Near-field observations of the Mammoath Lakes
earthquakes demonstrate high-frequency decay as inverse frequency squared (Andrews,
1985). The stress drop estimates for these earthquakes appear to be log- normally distri-
buted with no obvious correlation to corner frequency.

The near-{icld measurements of peak accelerations suggest a scaling of high-
frequency amplitudes proportional to some power of L. Similarly, the success in modeling
large earthquakes from the superposition of smaller events poinis to a scaling of high-
frequency amplitudes with a greater power of source dimension than implied by the con-
ventional frequency-squared or frequency-cubed models.

Gerald Frazier
Paul Dysart
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5. YIELD ESTIMATION

5.1. YIELD ESTIMATION USING m,(L,)

In support of the DARPA Seismic Review Panel, classified yield and P-wave magni-
tude data were assembled for use in analyzing Nuttli’s m,(L ) determinations for yield
estimation. In addition, WWSSN film records from selected Eurasian stations were col-
lected for most of the recent Shagan Test Site events. These records were provided to
Nuttli for his use in expanding the database of my(L, ) determinations for important
Soviet events, to provide a broader base for comparing m, (L,) yield estimates with those
from isotropic moment (M) measurements as well as conventional P-wave magnitude
(m,) measurements.

Data from Rondout Associates for NTS Lg magnitudes were also considered, as were

a number of Lg magnitude determinations for Shagan events made by Alexander from
GRFO records. :

An my(L )-yield relation for NTS was derived from the original Nuttli data set.
This relationship was used to predict the yield of approximately 30 of the larger Shagan
events, Using the yields predicted from Nuttli’s my(L ), an m,(P)-yield relationship was
derived for Shagan for direct comparison with the official AFTAC formula to arrive at an
estimate of the formula bias. This information was used by both the DARPA and
AFTAC Panels in arriving at their estimates of the formula bias between NTS and the
Shagan River Test Site,

Analysis of the combined my(L,), my(P) and M, data for United States and Soviet
explosions is continuing, in an attempt to identify systematic differances betwaen the test
sites which might influence the accuracy of the yield estimates of Soviet tests based on
NTS my(L,)-yicld relations. Results of this research will be reported in a separate classi-
fied report to be issued for ths first quarter of 1986,

George Bulin

6.2, ESTIMATES OF SEISMIC COUPLING AND NUCLEAR EXPLOSION
YIELDS USING SEISMIC MAGNITUDE AND MOMENT DATA

Obiservations of the spectral character of direct compressional waves from under-
~ ground nuclear explesions, both in the near and far field distance ranges, suggest that the
purely explosive-produced P.wave has a form that can be represented by a simple step
function pressure equivalent, Here, however, the "elastic radius for the equivalent source
is significantly larger than the radius at which high strain flow and fracture effects ccase,
and corresponds to the (mean) radius where strain-dependent losses, at relatively low
strain levels in the range 10 to 107, cease,

Using this simple equivalent source representation and the assumption that the (rev-
exsable) work done on the medium outside the elastic radius is proportional to yield, it
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follows that m, values depend directly on yield and upon two source-dependent coupling
parameters K, and Ky, which are termed the non-linear and elastic coupling parameters,
respectively. ‘ A

On the other hand, M, is dependent only on yield and the non-linear coupling
parameter K, while the moment M is simply related to M, and is dependent only on K,
and the Poisson ratio at the source elastic radius, as well as yield. The coupling parame-
ter K, may be expressed in terms of the elastic velocities at the elastic radius of the
source, while K_ is strongly dependent on a variety of local material properties, including
porosity, water content, pressure, and the fracture density within the material surround-
ing the explosion.

It is found that the available magnitude-yield data for United States nuclear explo-
sions, in a wide variety of media, require four sets of the coupling constants K, and Ky for
a simultaneous description of both the m, and M, observations. The resulting empirical
magnitude-yield curves correspond to a high-coupling set for m, and M,, two intermediate
sets, and a low-coupling set. The high-coupling se} is shown on Figure 5-1 as an example.

These magnitude-yield curve sets provide a means of estimating yield using both m,
and M, together, provided tectonic release effects and differences in test site absorption,
relative to NTS, are taken into account. On the other hand, if the range of coupling at
some other test site is assumed to be within the range sampled by the United States data,
then it is possible to estimate the (combined) difference in near-site absorption and tec-
tonic effects between N'TS and any other site.

This inference method is applied to Soviet explosion data, with the objective of first
estimating absorption and tectonic release differences. Both (m,, M,) and (m,, M) data
indicate a difference in absorption between NTS and the Kazakh test site, which is such
that observed m, values fror: Kazakh will be larger, by 0.31 - 0.36 magnitude units, thun
thoss from NTS for explosions of the same yield as shown in (Figuresb~2ands~3). Next,

- using a moat probable value of 0.32 for the m, bias between the sites, the yields of the

largest Kazakh explosions were estimated using the appropriate sets of (corrected) cou-
pling cucves, where it is requived that the tectonic-telease-corrected M, (or M), as well as
the m, observations, give the same estimate of yield, in order to achiove consistent m,
and M, (or M) yield estimates, This procedure results in estimates of Soviet test yields,
with the largest values all very near 150 kt. In particular, by this analysis two events
since 1978 have values somewhat laxger than the 150 kt value (i.e,, near 170 and 180 kt),
with the remaining large events having most probable yiold values at, or slightly below, -

150 ke as shown in Figure 5-4.

Chatles Archambeaa
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Figure 5-4. Magnitude Yield Results for the Lasgeat Eastern Kazakh Nuclear Testa.

J6




-’ - -

i - @ ° . -
, v
. . . . .
B . “ . . -
r . RS . .
. - . . - ;

5.3. NUMERICAL TESTS OF SURFACE WAVE PATH CORRECTIONS

In determining path corrections, an approximation is made which separates the
observed Rayleigh wave spectrum into source region and path dependent functions
(Stevens, 1985). The formulation and suggested approximations were given by McGarr
and Alsop (1967). If one assumes no mode conversion or reflection and normal incidence
to the boundary, the approximation is equivalent to assuming that the total horizontal
energy flux remains constant during the transmission of each mode across the boundary.
This approximation will be referred to as the Conservation of Lateral Energy Flux
(CLEF).

CLEF was originally proposed to estimate the transmission coefficient of teleseismic
Rayleigh waves crossing continental margins at near normal incidence. Bache et al.
(1978) applied this approximation to near source boundaries on the assumption that the
center of radius of curvature of the boundary between source and receiver roughly
corresponded to the source location. This geometry reduces the effect on geometric
spreading when crossing the boundary. The Gaussian Beam approximation for Surface
Waves (GBSW) also conserves the lateral energy flux. In addition, it includes the effect
of lateral heterogeneity on geometrical or optical spreading, Both approximationa assume
that the elastic transition zone is gradual compared to the wavelengths involved so that
mode conversion and reflection is negligible,

Since neither approximation was intended for the use made by Bache et al,, it is
important that their validity be tested for limited source regions with possibly sharp
boundaries such as low velocity basins, With this in mind, Rayleigh wave seismograms
were calculated for explosive sources at depth in a finite vertical cylinder with contrasting
elastic properties embedded in a vertically stratified propagation niedis, The technique
couples Iateraly inhomogencous finite-eloment calculations of the source region with
Green's functions for teleseismic Rayleigh waves using the elastodynemic Representation

- Theorem (RT). '

The source is modeled in the finite-clement code by adding a stress-glut of conatant

‘moment to the dilatational stress at the centroids of two adjacent elernents along the 2-

axis of the mesh, Stresses and displacements associated with the total wave field pro-
pagating out of the source region are monitored at a series of surrounding nodes located in
the exterior mediom of the finite-element geometty, The RT method is then used to cal-

* culate the telescismuic Royleigh waves by convolving these atress and displacement time

bistories with the appropriate Green's functions for exterior propagating medium. The
Gseen's functions are fundamental mode Rayleigh waves due to point foxces at depth and

- are calculated by a modal prageam for the vertically inhomiogeneous propagation medium.

The elastic propesties of the exterior region of the finite-element geomietry are the same as
those on the surface on which the representation theorem is applied in the teleselamic pro-

' pagation medium. Because the RT coupling is performed after the wave ficld has pro-

pagated out of the source material, multiply reflected and converted phases are taken into

- -account. These Rayleigh waves for various source material contrasts are compared with

the CLEF and GUSW approximations.

The soutce region medium is a cylinder with a radius of 1.8 km and extends from the
free susface down to a depth of 1.8 ki, The sousce cylinder is embedded in a half apace of

Kk



the same elastic properties as that of the upper part of the propagating medium. The RT
surface, over which the propagation Green’s functions are integrated, surrounded the plug
at a distance of 0.3 km into the half space of propagation material. The RT surface is
composed of 11 nodes or rings per side with a spacing of 0.2 km. The propagation model
is CIT109, which is based on western United States observations and has a 14 km thick
upper crust. The three elastic rnaterials used in the source medium cylinder are charac-
teristic of the shot point properties at three NTS areas; Climax Stock, Pahute Mesa, and
Yucca Flat. The seismic velocities, densities, and other material properties for the source
media are given in the following table.

In order to demonstrate that modeling an explosion by applying a stress glut at two
elements along the the vertical axis was sufficient, an RT calculation was made in which
the source medium was the same as the surrounding medium. Then its analytic Rayleigh
wave analog was calculated, a point explosion at a depth of 0.4 km in the CIT108 model.
The time domain records of both calculations as seen through a long period WWSSN

instrument at 3000 km were essentially indistinguishable. The maximum error was less
than £%.

Previous reports have focused on :ime domain comparisons between RT and CLEF.
Since the phase of the CLEF calculation is not used to estimate the explosion and tec-
tonic release moments, this report ir. restricted to comparisons of amplitude spectra and
spectral ratios. Figure 55, shows tne spectra and spectral ratios of the analytic and RT
aynthetics for the pure CIT109 racdel without the WWSSN-LP instrument. The fre-
quency range is 0 to 2,5 hz. The spectra on the right side of the figurs is decimated 4 to 1
for clarity of display. The agrevmeat between the two calculations is excellent out to the
roll-off frequency of the cosine ‘Alter which was applied to the finite elemert forcing func-
tions before their decimation o 0.2 second time steps. The criginal ﬁmt.e clement time

~ step was considerably smaller, by nearly a factor of 13.

Figure 5-0, shows in greater detail the longer period portions of the spectra of these
two runs with and without the lastrument. At the top, the instrument for these

I —
Matarial Properties of Source Region Models A
SOURCE | @« | B 1 2 | ol
pers | (A+28)py o3
AT ¢ e . 3 i
MODEL (8) | km/s | km/s | gm/cm By (A2 I‘)s
YUCGA 235 | 136 | 1.86 | 109 10.2 32T
PAHUTE 4,00 1.80 2.30 406 2.86 4.43
CLIMAX 5.33 .78 2.67 1.63 1,39 3.68
CIT109 620 | 351 | 274 1.00 1.00 3.12
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frequency ranges is oa the right. The latter frequency range gives the best detail of the
frequencies of interest in estimating seismic moments using surface wave path corrections.
At pericds greater than 50 seconds, the RT calculation has larger amplitudes than the
gnalytic or exact synthetic. This can be considered ti:+ lang period upper limit to the
accuracy of the RT calculations.

Figure 5-7, displays the spectra and spectral ratios of RT calculations for the three
source media and their CLEF approximations. " .= agreement between RT and CLEF
spectra is good, especially considering the rational behind the approximations. The three
cases all show the same character in that CLEF spectra is smaller than RT at long
periods and greater at higher frequencies. The crossover is somewhere between 20 and 10
seconds period. Because of the small vertical extent of the inhomogeneous source region
relative to the wavelengths of the surface waves, the difference between the spectra of
CLEF and GBSW is negligible for periods greater than two to four seconds. Although not
shown here, at frequencies higher than 0.25 hz, the GBSW approximation is better.

Peter Glover
David G. Harkrider
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6. SYSTEM AND DATABASE DEVELOPMENT

6.1. ACQUISITION OF NORESS DATA AT THE CENTER FOR SEISMIC
STUDIES"

6.1.1. Introduction

The Narwegian Regional Seismic Array System (NORESS) is a sophisticated,
unmanned array of seismometers that continuously transmits digital seismic waveforms
to locations where they are recorded for subsequent analysis. NORESS is designed to
detect high-frequency seismic waves that are characteristic of underground explosions and
small earthquakes recorded within approximately 2000 kilometers of the source regions.
The system produces high quality digital recordings for verification research. The
NORESS database is important in research aimed at improving methods to detect and
discriminate earthquakes and underground nuclear explosions at regional distance ranges,
and determine source characteristics of the detected events.

The array has been in operation since October 1984, It was officially dedicated on 3
June 1985. NORESS consists of 25 seismometer sites arranged in a tapered array of con-
centric circles which are logarithmically spaced and within an area three kilometers in
diameter. Data from the array are transmitted continuously at 32Kbits per second to
four receiving sites around the world, one of which is the Center for Seismic Studies. This
report contains a description of the array and the hardware and software procedures
employed at the Center for the collection of the NORESS data.

6.1.2. Description of the Phyaical Syatem

NORESS is located 100 kilometers north-northeast of Oslo, about 20km east-
southeast of Hamar, Norway. NORESS is co-located with a much larger seismic array,
called NORSAR (Norwegian Seismic Array), which was developed earlier through a
conperative project between Norway and the United States Defense Advanced Research
Projects Agency.

There are 25 seismometer sites comprising NORESS, of which four are three-
component short-period instruments (TSP) and 21 are vertical-component instruments
(SP). In addition, located at the center site is a three-component, broadband (BB)
instrument generating mid-period and long-period data. All of the TSP and SP elements
are sampled at 40 samples/second, the mid-period element is sampled at ten
samples/second, and the long-period at one sample/second.

Each of the 24 outlying seismometers (those other than the hub) is installed in a
vault, a partially buried concrete and fiberglass housing which provides physical protec-
tion. Vaults are rigidly anchored to bedrock. This ensures high quality reception of
seismic signals of interest and minimizes interference caused by pressure fluctuations in
the air or local disturbances of the soil. In addition to the seismometer(s), the vault con-
tains electronics to amplify seismic signals, circuits to convert signals from analog to digi-
tal form, authentication circuits, seismometer calibration circuits, and optical




transmitters and receivers.

The hub is the operational center of the array as well as its physical center. It has
two 60m deep holes for its seismometers. The downhole instrument package contains a
complete set of electronics in addition to the seismometers. Two cables connect the hub
to each outlying seismometer. One, a conventional wire cable, transmits electric power.
The other, an optical fiber cable, transmits data. Use of the optical data transmission
eliminates electrical interference from lightning, power lines, or similar sources. The hub
also services all the other seismometers by providing electric power, timing signals, cali-
bration commands and by receiving, assembling and transmitting all data. A telephone
line carries the data to the Norwegian analysis center in Kjeller; a dish antenna transmits
data via satellite to three data centers in the United States,

The geometrical configuration of the NORESS array is shown in Figure 6-1. The 25
seismometer sites are arranged in concentric circles around the hub. The circles are
referred to by the mnemonic names of A, B, C, and D with radii of 150m, 300m, 700m,
and 1500m, respectively. The seismometer sites are numbered sequentially, starting at
one in the north and increasing clockwise. These numbers are the lower identifying
numbers on Figure 6-1. The upper identifying numbers are the channel identifying
numbers (CID) represented in hexadetimal notation where the individual binary bits of
the CID have the following meaning:

SP: 0 through 1F hex
TSP: 20 through 3F hex
BB: CO0 through DF hex

Binary bits 0 through 5 are called the channel ID field and bits 6 and 7 are the frame ID
field (bit O is the least significant). The frame type is determined according to Table 6-1.

Table 6-2 summarizes the configuration of the whole NORESS array as of 30 Sep-
tember 1985. Because of the research nature of the array, its configuration changes from
time to time. Table 6-2 should not be used for subsequent time periods. The first column
in the table is the component sequence number followed by the CID and the site
mnemonic, Next is the instrument sequence number and the component identifier. The
subsequent numbers describe the distance from the array center in the north-south and
east-west direction and the elevation above sea level. All distance measurements are give
in meters. The last column shows the instrument type.

Table 6-1
CID bit Frame Type
7T 6
0 O | SPZ-axisID
0 1 | SP N-axisID
| 0 SP E-axis ID
1 1 Broad Band ID
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NORESS ARRAY CONFIGURATION

CENTER . 6@.7333N, 11.5414E

X = SINGLE VERTICAL INSTRUMENT
A - THREE COMPONENT INSTRUMENT

Figure 6-1. NORESS Array Configuration.




Table 6-3 NORESS Seismic Array - Lat 60.7353, Lon 11.6414

Seq. CID Site Seq. Comp. NS(M) EW(M) ELEV(M) INSTRUMENT

1. 21 A0 1. SPZ ) 4 302 GS-13

2. 61 A0 SPN 3 4 302 GS-13

S. Al A0 SPE [} 4 302 GS-13

4. OD Al 2. SPZ 146 49 201 GS-13

5. OE A2 3. SPZ -103 108 s11 GS-13

6. OF A3 4. SPZ -30 148 206 GS-13

7. 17 B1 5. SPZ 321 70 299 GS-18

8. 18 B2 6. SPZ 30 334 815 GS-18

9. O0A Bs 7. SPZ -298 143 314 GS-13
100 OB B4 8. SPZ 217 -228 299 GS-13
11, 0C Bs 9. SPZ 168 2272 289 GS-13
12 18 Cr 1. SPZ 687 109 299 GS-13
1. 22 C2 11. SPZ 341 603 339 GS-13
4. 62 C2 SPN 341 608 339 GS-18
15. A2 Q2 SPE 341 603 339 GS-18
6. 14 C3 12. SPZ -238 647 352 GS-13

7. 2% C4 18. SPZ 857 208 s11 GS-18
8. 6% C4 SPN 857 208 811 GS-13
19. A C4 SPE 857 208 s11 GS-13
20. 15 C5 14, SPZ -569 -396 299 GS-18
2. 16 C8 15 SPZ -48 -687 308 GS-13
22. 24 CrT 18.  SPZ 548 447 275 GS-13
23. 64 Cr SPN 548 447 275 GS-13
4. A C7 SPE 548 44T 275 GS-13
25, 04 D1 17, SPZ 1480 192 305 GS-13
2. 05 D2 18 SPz 1015 1098 372 GS-13
2. ¢8& DS 19 SPz 76 1498 453 GS-183
28. 07 D4 20, SPZ -901 1189 379 G8-18
2. 08 D6 21. SPZ 1451 335 348 GS-13
0. 09 De 22 SPZ  .1328 -681 362 G8-13
8. 10 D7 28  SPZ -568  -1368 837 GS-18
$2. 11 D8 24  SPZ 414 -133%0 soL GS-13
8. 12 D9 2. SPZ 1257 «802 278 GS-13
M. C1  E0 2. iPZ 3 3 247 KS-36000-04
5. C1 EC IPN -2 S 247 KS-36000-04
6. Ci E0 IPE 2 s 47 KS-36000-04
87. C1  E0 21. LPZ 3 3 247 KS-36000-04
8. C1 E0 LPN 2 L] 47 KS-36000-04
9. O Eo LPE 2 ] 247 KS-36000-04

6.1.3. Kardware Connection at the Center

Communication of the NORESS data to the Center relies on a radio frequency satel-

-, lite transmiszion link. The first leg of that link uses direct transmission from the
' NORESS hub station to an Intelsat Atlantic satellite, which retransmits the data to the
Intelsat receiving station at Etam, West Virginia. The signal then is relayed via a




domestic satellite, Comsat, to the Center. The receiving antenna is located on the top of
the building in which the Center resides. From there, the signal is sent via cable to the
14th floor computer room.

Figure 6-2 illustrates the physical connection from the Comsat signal conditioning
equipment to the DEC PDP 11/44 computer, which is dedicated to the NORESS data
acquisition, The data is routed through the Loral Data Systems Data Processor,
Analyzer, and Display System Mark II (d/pad mk II}. The d/pad is a microprocessor-
controlled decommutator that performs all of the functions of the central front end of a
ground station. The d/pad processes the serially-encoded, noise-contaminated data
stream and outputs reconstructed parallel data in real-time. The effective data rate at
this point is 32 Kbits/second. The data is captured by a host adapter subsystem consist-
ing of two printed circuit boards: one AXIS, Inc. DR11 FIFO (first-in-first-out) Buffer
Module and one MDB Systems, Inc. MDB-DR11-W Direct Memory Access (DMA)
Module, as shown on Figure 6-2. The d/pad is programmable to the extent that a data
frame sync pattern can be entered and it will search the incoming bit stream for that sync
pattern and present complete frames to the subsequent electronics. The FIFO Buffer
Medule provides synchronizing logic for aligning incoming data blocks with d/pad frame
and master frame boundaries. It provides buffering for a maximum of 65536 16-bit words
of d/pad data organized in FIFO memory. The MDB-DR11-W DMA Module is a 16-bit
parallel interface compatible with the DEC PDP/11-44 Unibus, It is used to provide a
high-speed DMA data path for d/pad data from the FIFO Buffer to the computer's pro-
cessor and memory.

6.1.4, Data Format

The basic unit of data transmission is a 50-vword frame (16 bits per word); the first
word of each frame is a constant, fixed bit pattern: F325 hex. A collection of 40 frames
constitutes a master frame. The master frame contains real-time data as well as delayed
data. The delayed data time difference is 261 seconds (at this writing), The master
frame has the following configuration:

Real time hub status frame
20 real-time data frames
Delayed hub status frame
18 delayed data frames.

The three frames from any TSP element are always transmitted consecutively in
either the real or delayed section. Frames from the center TSP and the BB instruments
are always transmitted both in the real-time as well as delayed. No {rame is sent twice in
either section and idle frames replace any element frame which is not in sync so that bit
synchronization can be maintained at the master frame level.

The CID order of the components received in the real time transmission section of
the master frame are as follows: 4, 6, 8, 10, 12, 22, 62, A2, 14, 16, 24, 64, A4, 18, B, D,
21, 61, Al, Cl. The CID order of the components in the delayed section of the master
frame are as follows: 5, 7, 9, 11, 13, 23, 63, A3, 15, 17, A, C, E, F, 21, 61, A1, C1.

o7
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A more complete description of the data is available from: "Regional Seismic Array
Syatem Hub Processor", 20 Jure 1984, published by Sandia National Laboratories. What
follows here are the highlights from that description.

Table 6-3 shows the hub status frame format.

The master frame number is increased by one for every subsequent frame and it is a
14 bit counter, thus it recycles about once every 4.55 hours. The 5 words of GMT contain
the time in the following order: milliseconds, seconds, minutes, hours, and days. Each
digit of every time element is coded into four binary bits, thus a hexadecimal representa-
tion of the time becomes human readable but, of course, the computer must shuffle the
bits around in order for the time words to be computer readable.

The contents of status bytes and words are described in great detail in the above

mentioned reference; they are concerned mostly with the engineering state-of-health
(SOH) information of the array.

Table 6-3 Hub Status Frame Format

Frame Sync Word 1 = = F325 hex
Frame Sync Word 2 = 0CDA hex
Master Frame Number
GMT Words 1, 2,3, 4,5
Hub Analog Status Words 1 through 10
Port 0, 1 Status Byte
Port 2, 3 Statua Byte
Port 4, § Status Byte
Port 68, T Status Byts
Port 8, 9 Status Byte
Port 10, 11 Status Byts
“Port 12, 13 Status Byte
Port 14, 15 Status Byts
“Port 16, 17 Status Byte
Port 18, 19 Status 'Byte 7
Port 20, 21 Status Bytu
Port 22, 23 Status Byte
Port 24, 25 Status Byte
General Status Word
Uplink Time Position Word
Last Hub Command Word
Last Command Byte, Last Command Element
13 Words of Multiplexed Digital Status
1 Word, Content Undefined




The other frames consists of either an SP-type or BB-type data with the exception
that if an instrument is not available, then an idle frame appears in its place.

Table 6-4 gives the format of the SP frame.

Time words one and two represent different significant parts of the same 28 bit
counter; one is the reverse representation of the other. The AID is the 4 bit array ID
which should always be = 1. The CID is in the upper order byte of the next to the last
word in the frame. Each seismic data word is a 16 bit gain ranged digitized representa-
tion of the sensor analog signal. The most significant two bits of the seismic data word
are encoded by the element processor to indicate the gain select value, which is a multi-
plier of the low order 14 bit value, as shown by Table 6-5.

The format of the BB frame is given ia Table 6-6.

The GTSOH and DH SOH status words represent, coded indicators of the monitoring
of voltage, temperature, and pressure of the seismometers. All the other items in the
frame are similar to the ones for the SP frame.

If any component is not in sync, then an idle frame is transmitted instead of the
standard frame. The format of the idle frame is given in Table 6-7.

Note that bit i4 of the master frame number, the good/bad flag, is set to zero for
the idle frame.

Table 6-4 Sf“—ffm?e Format
Frame Sync Word 1 = Fa25 hex
Master Frame Number
'frime‘wm;l 1
Time Word 1, Channel Status
40 Words of Short Period Data
Channel SOH

T Command
~Command, AlD, Time Word 2
Tire Word 2
_ ~ CID, FAhex |
6 Bits Undefined, 10 Dit Authentication Number

Table 6-5
Bit Gain Select
15 14
0 o 128
0 1 32
1 0 8
1 1 1




Table 6-6 BB Frame Format

Frame Sync Word 1 = F325 hex
Master Frame Number
Time Word 1
Time Word 1, BB Channel Status
10 Words of IPZ Data in Order Collected
10 Words of IPN Data in Order Collected
10 Words of IPE Data in Order Collected
LPZ Data Word
~ LPN Data Word
LPE Data Word
GTSOH Status
DH SOH Status Word 1
DH SOH Status Word 2
DH SOH Status Word 3
4 Unused Words, All =0
Command '
Command, AID, Time Word 2
Time Word 2
— CID, FA hex
6 Dits Undefined, 10 Bit Authentication Number

L_ Table 6-7 Idle Frame Format ]

Frame Syn_c ‘Word 1= F325 hex ]

‘Master Frame Number (bit 14 = 0)
48 Words, All = 5555 hex

6.1.5. Acquisition Software

The remaining parts of this article describe voftware development plans as prepared
in July of 1985. While the objectives have changed only in small ways since that time,

- many details have changed in major ways as of the current date (April 1986).

The data collection is & two-stage process which leads to the ultimate archiving at
the Center. The first stage is the collection of the data in real-time through the electron-
ics described in the previous sections, The softwate, described below, gathers the statis-
tics of the data cc'lection, such as muster frame number continuity, time word synchroni-

" 3ation, ete., and strips off all of the unnccessary iterns from the data strenm and then
‘writes the data onto tape. Some days after the data collection, the detection list for the

- corresponding time period arsives from the NORESS site via elecironic mail, This iist is

~ matched with the raw data tape and the data segmentation program extracts the time

o1




period indicated by the detection list. The data archiving software is then invoked for the
segmented waveform data.

Additionally, a quick-look capability exists which, when invoked from a Tektronix
4014 graphics terminal, displays the last two minutes of data collected on all available
SPZ components. This display takes a few minutes to complete but every time it is
invoked, it gives the latest available data.

6.1.6. Data Collection

As data enters the computer, it is captured by the software driver which uses a stan-
dard DEC DR11-W protocol. The data enters the computer memory and is made avail-
able to the data collection software. Statistics are gathered related to the data quality.
The most elementary check is already made by the d/pad, which synchronizes the bit
stream according to the master frame sync. Thus, the data would not even get to the
computer memory unless the master frame is in sync, There are many other checks which
are possible and the following list shows the ones that are done by the data collection
software, The hasic unit of time for which the statistics are entered into the log is the
rollover of the master frame number, which takes about 4,55 hours, Discontinuity of the
master frame number will also cause a separate entry.

(1)  The continuity of the master frame number is checked, The master frame number
’ ghould increase by precisely one hetween subsequent master frames. The real-time
and delayed master frame nuimbera differ by 261 in the same master frams,
(2) Frame syncs exist for every frame withiu the master frame.

(8) Master frame number bits 14 and 15 are consistent, The maater frame number
appears in the status feame where these top two bits should be zero. The same
number also appesrs as the second number in every other frame but with the top
two bits set to one, Dit 14 is used sy the good/bad flag and bit 15 is zero in the
hub status frasme but a one in every other frame.

(4) No port status byte in the hub status {rame should have an unknown element
type. This condition is iudicated by the three least sigoificant bits of the post
status byte being all ones,

(5) The uplink time position word in the hub status frame has a purticular format

"~ which can be checked. This word contains a bit and byte time related to the
uplink transfer of the real hub etatus frame, The bit and byte tive are located in
the soven most and the nine lesst significant bits of the word, respictively. The
bit time should never exceed seven and the byts time starts with 12C hex at the -
top.of the command frame and counts down to sero,

{6) Every component occurs at most once in the master frame. If it does not, then it

"~ must be replaced by the idle frame. Also, all three TSP components must occur
consecutively in either the real-time or the delayed sections.

(7) The hub digital status word in the hub status frame should have the value of 1FF
hex. The individual bits represent bit sync lock, cascier lock, ete. indicators and
each bit should have a oie 83 its value,

" (8) The value of the AID in &l of the SP and BB frames should be oue,
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(9) The value of the Channel Status represents the clip flag, calibration flag, and
motor status. This value should be zero.

(10) The four unused words of the BB frame, words 42 through 45, should be all zero.

(11) The CID order should be constant except for the idle frames and the low order
byte of a valid CID = FA hex. Although the port connection order at NORESS is
indeed different than originally planned, there is no reason that it should change

often. Any change of CID order should be reported in the statistics because it will
trigger actions in the subsequent software.

(12) GMT continuity must be checked. The GMT should only increase by one second
for every master frame. A substantial deviation is & sign of error. This one
second increase is not always precise in practice. It has been observed that the
GMT gains a millisecond about every 70 seconds of real-time data. Certain time
corrections must also be folded into the data presentation but this should be the
function of the data segmentation software.

(13) The time words one and two can be checked for consistency with each other.
They both appear in the same positions in the TSP and BB frames and they are
each split into two different words in the frame. They represent different signifi-
cant parts of the same 28 bit frame counter. Time word one contains the 2**0
through 2**23 bits in reverse order., Time word 2 contains frame count bits 2*¥0
through 2**19 and 2**24 through 2**27. The overlapping bits can be checked
against each other and a disagreement logged as an error.

(14) Time words one and two should be checked for continuity between adjacent mas-
ter frames. They combine to make up the 28 bit frame counter which is incre-
mented by one for every master frame. The continuity from frame to frame must
be checked and reported in the statistica if there is a deviation, The frame counter

7 is independent across CID’, thus they have to be checked for every CID,

(156) Every TSP and BB frame contain an authentication number which can be used as

a measure of goodness. The authentication plans of the NORESS data are
 currently in progress. When complete, they will become part of the statistical
measure,

After the data are examined and the statistics logged, the data of seismic importance
are saved in chronological order. At the start-up, the real-time CID frames will be
replaced by idle frames in order to maintain the time continuity. The conter TSP and BD
instruments are transmitted both in which frame to keop. If both are the same, it does
not matter which is kept. If they are different, then the one which passes the suthentica-
tion will be saved. If they both fail the authentication, then the frame which has the least
number of problems according to the above described statistical measures will be saved,

The data is buffered on disk, the amount of data buffered being a function of
yesource availability, If there is enough room en disk, then perhaps a whole day’s worth
of data can be buffered before putting it on tape. Preliminary estimates indicate that
after the unnecessary part of the data is discarded, the data saved will amount to less
than 250 MBytes per day. With standard compression techniques and judicious use of
maguetic tape, approximately two tapes will hold a day of data. Automatic scripts can
also be developed so that if the data ovetflows the designated disk area, then some of it
can be traaslerred to another computer's dink avea by use of the local area network. This
would be especially useful ou weekends in order to kecp the operator intervention of the
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data collection process to a minimum.

The result of this operation is the continuous, time-ordered, compressed data which
will be the input to the time segmentation process described in the next section. The only
processing done thus far is just the gathering of the data transmission statistics. The
data on tape will not be in the Center official format. Even the data values are left in the
raw, gain ranged, 16-bit format in order to minimize the length of magnetic tape.

6.1.7. Data Segmentation and Archiving

The data are also collected and analyzed by seismologists in Norway. This involves
passing the data through an event detector, and by beam forming and filtering tech-
niques, a detection and event list is produced. This list is electronically transferred to the
Center using the ARPANET computer network. The whole process takes a few days (3-4

at this writing). By way of example, Figure 6-8 contains part of the list for day 305, 1
November 1985.

The NORESS bulletin contains 80 bytes of text for each detected phase and the lay-
out is as follows:

byte 01-01 detection type: field 01
2 - P phase (unassociated P has LAT/LON specified
assoclated P does not include LAT/LON
on this line)
3 - E unidentified sacondary phase (not used in
localization)
4 - LG phase (LAT/LON not specified)
5 - solution with origin time, region and LAT/LON.
The solution is based on preceding P and LG
phases (line 2 and 4)

byte 02-80 for type 2.3 and 4

byte 02-02 9908 ot uged 49

03-08 arrival date mmddyy field 02
09-09 #0988 51 used S0%¢ '
10-19  arrival time hh.om.ss.d fleld 03

J20-20 %8R ot uged YN

2122  NORESS identification flag (see below) field 04
23-24 9490 ot used 0000

25-26 phase P.LG or E field 05
27-21  9%9%% ot used de0ee
28-34  anplitude., mm zero to peak 9999.99 field 06
35-35 90888 5t used 00
36-39 period (seconds) 9.99 field 07

40-40 °%%8% ot used 000
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4144  velocity (km/sec.) 99.9

4545  *%%%% ot yged
46-50 azimuth (deg.)
51-51  $%%3% .ot ysed

57-57 $3%%% ot used
58-62 LAT (Latitude)

63-63 **%¢* ot used
64-69 LON (Longitude)
70-70 *%%¢% ot used

71~73  Magnitude (not implemented yet)

T4-74 38838 5t used

75-80 detection number from RONAPP

byte 02-80 for type 5

byte 02-02 $%¢%% pot used

03-08 origin date amddyy

09-09 88808 ot used

10-19 origin time bhh.nm.ss.d

20-22 d%%st: ot used

24-29  #99%%  pot used
30-55 region name
56~-57 9093 ot used
58-62 LAT (Latitude)
6363 89090 ot used
64-69 LON (Longitude)

7070 9909 ot ysed 800

field 08
(2211}

999.9 field 09
shtss

52-56 SNR (signal to noise ratio) STA/LTA 999.9 field 10
838

99.9N field 11
8800

999.9E field 12
8888

field 13
s3882

field 14

(RONAPP — automatic processing package)

(1111 ]

field 02
seeee

field 03
o0t

23-23  NORESS identification flag (see below) field 04
senee

(not implemented yet) field 05
Y

99.9N field 06
T

999.9E field O7

(not implemented yeot) fisld 08

11-13  Mignitude
7480 999980 ot used Veeee

Starting on day 293, 20 October 1985, the bulletins based on the real-time processing
of the NORESS data are reviewed by an analyst at NORESS. The review process is
essentially a check of the detection information contained {n the bulleting against the
plots produced by the event processing, with complete sets of selsmograms, beams, and
FK-apectra. Each detection of types 2 and 4, or regional event solution (type 5) is charac-
terized by the analyst. The notation entered into the bulletin as the ideatification flag

has the following meaning.

Characterization of detection cutput (column 21):

(1)  Acceptable results, as far as can be judged from the output,

(2)- Probably regicual event, with an undetected phase seen in the plots,
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(3) Probably unreliable phase velocity determination, but clearly a signal,
(4) Difficult to judge the detection because of low SNR of the beam,
' (5) Local high-frequency noise,
(6) Spike detection,
(7) Communication line problems.

Quality of the FK-spectrum (column 22):
(1)  Sharp main peak, possible secondary peaks 7 DB below main peak,
(2) Less sharp main peak, or secondary peaks up to 5§ DB below main peak,

(3) Very broad main peak, or secondary peaks up to 3 DB below main peak,
(4) Random FK-spectrum.

Characterization of phase association performance (column 23):
(1)  Acceptable phase association, one regional event,
(2) High probability of undetected PN phase, otherwise the solution is correct,
(3) SN has been picked instead of LG (which is also detected), otherwise correct,
(4) One regional event, but probably error in phase association,
{5) Interfering phases, more than one event, at least one regional,
(6) Solution rejected, probably no regional event.

The detection list is the basis of the data segmentation. The amount of data saved
will be based on the type of event: local, regional, and/or teleseismic as it can be deter-
mined. Segmentation rules can be arbitrary at the outset and then refined by analyst
interaction and verification of the waveform data, The segmentation rules will be played
against the detection Jiat and time segments to be saved are identificd. Then any overlaps
in this list can be eliminated so that a continuous set of segments, ordered iz time, can be
presented to subsequent software. A day’s worth of time segments are matched to the
previously collected continuous data and waveform files are generated in official Center
format corresponding to thosa start and stop times.

6.1.8. Quick Look

When this program is invoked, it causes the last two minutes of duta to be extracted
from the current buffer which is part of the data collection, These data, in Center stan.
dard format, are then passed on to the display software, The program must be invoked
from a Tektronix 4014 terminal. The program selects the components to be displayed

- according to & preselected list, The list currently contains all of the 25 SPZ components,

provided they are available from the real-time data callection. Components which are in
the delayed seciion will be displayed according to the most recent delayed time,
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The display generated by this program takes a few minutes to complete. It is
strictly limited by the speed of the asynchronous serial computer connection, the upper
limit of which is 9600 baud. It is possible to increase the speed by the acquisition of a
parallel line connection hardware; however, the intent of this program is to give a cursory
look at the latest incoming data rather than a strict quality control measure.

Louis Huszar

6.2. PDP-11 SYSTEM SOFTWARE

During the last six months, the Center for Seismic Studies continued to develop the
PDP-11/44 system to archive NORESS data. Five major developments included (1)
rewriting the NORESS satellite interface program, (2) writing a DR-11W device driver,
(3) porting the VAX C library, (4) porting the Ritchie C compiler, and (5) rewriting the
TM-11 tape driver. These are described below.

The NORESS data acquisition program was rewritten, following DARPA’s request,
to modify the interim format for waveform segments.

A PDP version of the VAX DR-11W device driver was implemented to interface to
the d/pad software written by SAIC. The driver was integrated into the PDP kernel and
has o difficulty keeping up with the 4Kb/sec NORESS data stream,

As the C library has changed greatly between Version 7 and 4.2 Berkeley Software
Distribution (BSD), the Center ported the VAX C library to simplify moving various
- seismological programs between the VAX and PDP machines. The new library also per-
mitted the removal of several system calls and routines from the kerne), since these rou-
tines were implemented in the libraries. A side effect of the new library was the signifi-
- cant speed-up of many programy, since the C library was completely reimplemented as

-part of 4.2 BSD for the VAX, Several of the new VAX system calls were added as well,
bringing the PDP much closer to 4.8 standards. At the same time, both the PDP kernel
and C library were changed to handle up to 16 8K text cwerlaya, allowing the PDP to run
programa needing up to 192K of text space.

One of the major problems with the PDP system has always been the compiler,
- Both Versions 2.8 and 2.9 had the weak Version 7 compiler, with many known bugs, some
of which could crash the system. The Center ported the Ritchie C compiler to eliminate
these problems, since it has expanded capabilities aud an enhanced optimizer, Features of
the compiler also include unsigned bit ficlds and the ability to handle global structures
‘with identically named elements, as well as much tighter general type checking. The
combination of the new C library aud the new compiler has been especinlly powerful,
" Recompiling the kernel and various application programs revealed several problems in the
keruel, the networking, and the NORESS programa,

NORESS needed to have multiple tape drives on a single controller as well as a data
rate of 6250 bpi, neither of which the current tape driver could haudle. A new driver with
these capabilitics was installed and appears to be reliable. ‘The only remaining difficulty
" les in using large (greater than 1K) block sixes. This is thuught to be a bandwidth prob-
~ lem for the UNIBUS itsell. The Center is currently posting much of the 4.3 kernel in an
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effort to make the PDP’s I/O and device drivers compatible with the VAX, and plans to
install the VAX TM-11 driver sometime this summer.

Keith Bostic

6.3. OTHER SOFTWARE DEVELOPMENT

, A number of additional software efforts have been completed to allow Center users
to use other waveform analysis packages such as SAC developed by LLNL, to access and

analyze NORESS high frequency array data, and to upgrade the association process for
seismic eventa. These are described below:

6.3.1. WSAC, a Program to Convert a Center Standard Database to LLNL
SAC Format

WSAC converts a Center standard waveform database (version 2.7) to a suite of
files readable by the LLNL waveform analysia program SAC. A Center waveform data-
base contains one wfdisc file; that is, a file with the name db.wfdisc where db is the data-
base prefix. This file contains information about available waveforms, one record per
waveform. Along with the widisc file, a Center waveform database contains one or more
waveform files with names such as db.l.w, db.2.w, and db3.w. SAC expects one
waveform per file (not required in Center standard waveform files), with the waveform
index information contained at the begiuning of each file, WSAC reads the widisc file and
. writes out one file for each record in the widisc file (one for each waveform). The files
created have names such as db01, db02, and db03. The first part of the SAC file naine is
simply the databasa prefix,

‘This prefix is appended with a two digit number from 01 to 89, SAC has a limit of
90 files, so only the fitat 99 files of any database will be converted. A crosa reference list-
ing is priuted on the standard output. It gives old and new file names of the waveforms
along with station, chanuel, and time information, Table 6-8 is & cross reforence batween
the Center widisc file attributes and the SAC header variables, SAC headers are more
tobust than Center widisc records and as such many defaults (indicated with asterisks)
have to be assumed., ' '




Table 6-8
LLNL Center or default explanation
delta 1.0/smprat “samp. interval is inverse of sample rate
 *scale 1o scale for independent (Y) variable
* b(egin) time-time start time relative to start time, 0.0
e(nd) (nsamp-1) * smprat | end time relative to begin time, length
* internall 2.0 LLNL software sets it, so CSS does also
Dzyear year year
nzjday day day of year
nzhour bour hour
nzmin min minutes
nzsec int(sec) integral seconds
nzmsec | (sec-int(sec))*1000, milliseconds
* internald 6 LLNL software sets it, so CSS does also
* internal5 0 LLNL software sets it, so CSS does also
* internal6 0 LLNL software sets it, so CSS does also
npts nsamp number of data points
* iftype 1 1 means time series
* idep 6 0 means displacement trace
*istype 9 9 means time given above is begin time
* Ipapol TRUE components positive by Lh.r.
* lovrok - ‘TRUE ' ok to overwrite file
katam ‘ sta . station name
kempam . chan component name
kdatrd  adate date data available
kinst inatyp instrument type

6,32, PRSNRS, a Program to Parse NORESS Bulletins

_ NORESS, the state.of-the-art high frequency seismic array in Norway, is providing
the seismic community with large quantities of high quality digital data. In order to
manage this data, NORESS also provides a daily log or bulletin of interesting arrivals and
events an detected at NORESS. This bulletin is produced Sy the RONAPP analysis sys-
tem at NORESS, a sophisticated program that can filter, beamform, detect, and locate
. events, Reproducing the output of the RONAPP aystem would be costly. Consequently,
_to better use the wavelorms from NORESS, and to aveid having to duplicate the RON-
. DAPP system processing, the Center undertook the task of reading the NORESS bulletins
and converting them to Center standard database files, The NORESS bulletin has
matured over the months with the latest versions being much cleaner and easier to read.

: Below is an abbreviated excerpt from a recent bulletin, showing two types of the
. records possible, along with the opening and closing lines "+-4%. As stated above, these
* bulleting can contain arzivals or eventa, Event lines have & "5* in the first column. The -
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first one included here shows that on 18 March 1986 at 14:38:5.4 GMT an event in south-
ern NORWAY was detected at NORESS. This event is based on a P and LG arrival at
14:38:36.4 and 14:39:1, respectively. The first two arrivals in the bulletin are not associ-
ated to any event, although the P listed includes a possible latitude and longitude deter-
mined from the array parameters,

Abbreviated Excerpt from NORESS Bulletin

++ DATE TIME AMP PER VEL AZI SNR LAT LON ML
2 031886 07.12.05.1 Al_P 1080.5 038 354 450 248 129N 1449E

2 031886 08.21.03.0 C3_LG  492.7 0.4 39 2187 5.1

2 031886 14.38.364 Al _P 535.1 0.26 66 2032 129

4 031886 14.39.01.0 A2_LG 4241 030 3.7  206.6 7.6

§ 031888  14.38.05.4 A 535 SOUTHERN NORWAY 592N 100E 15

++

This bulletin, once run through the parser, produces a number of files corresponding
to the Center INGRES data base relations, '

PRSNRS creates event, origin, arrival, assoc, feature, and couater files and creates
wfteq file when invoked with the -w option. Each event in the bulletin generates one
record in the event and origin files, Each associated arrival generates a record in the
. assoc file, Each arrival generates s record in the arrival file and each unassociated P
arrival generates a feature record. The following shows the contents of the {iles produced
by the short bulletin, ' ’ '

Parsed Equivalent of the Earlier NORESS Bulletin

Event flle:
1 1 |

Orlgin file:
1986077 513540085400 59.2000 10.0000 0.0000 -1.00 -1.00 1501

2.1 -1 -1 -1.899.0000 1 1535 88 _ __ NORESS.1
NORESS.1 ML _|ANA=__ AJSOUTHERN NORWAY

101




Assoc file:

3 1 -1000P . -1,000° -1.000-999.000 a -1.000 -999.00

_ |DPX=8302 : :
4 1 -1L000LG  -1.000 -1.000-999.000 a -1.000 -599.00
_ |DPX=830y c -
Arrival file:
1986077 511513925100 NRAO bs+ P - _ 10805 0.38-999.00
10 4500 814 -100 -%00__ 1 1. 1 ° -1NORESS.
| ANAmAL |SNRw=24.8 DPXs8205) S
1986077 511518003.000 NRAG bs-+ LG  _ 4927 0.14-999.00
| ANA=CS | SNR=5.1| DPX=8300 o
1986077 51IS0TI8.400NRAO bs+ P . 5351 0.26-099.00
«10 203.20 1685 100 10D 3 3 -1 -1NORESS.
. |ANA=AL |SNR=12 9 DPX=830] S :
1980077 BLIBAOT4L.000 NRAO bs+ LG 4241 030.999.00
-10 20080 3005 100 -100 4 3 -4 <1 NORESS.1
© |ANAwAZ [SNR~1.DPX=830Y .
Feature file;

1.999,00 «999.00 -999.0H «939 DD ~1.00000 -1.00000 1,00000 -1.0
-180000 -1.00000 NORESS.1 ML ' _ 12.5000 144.9000
awm 511u13107.552 &9&6077 210 17

Witeq records %!mn requmed are generated for each unassociated arrival and for
- each event. ln gonerating w&mﬁfe&m segmenta for unassoctated arrivals, data from 60
" seconds before the arrival time to 180 seconds after are saved from the shorte and muid-

period channels. Large portions of the LP are saved, from 1 hour before the arcival time
“to 2 hours after the time. Foi deviared events and their associated arrivala, the procodure
~ is mote complex. Since P is the earliest arrival, the ap and mp waveforin windows start

60 seconds before the P arrival ttme. The last associated arsival time is used to fix the
end of the window. Twice the last arrival time minus the P arrival titne is saved along
with the 60 seconds before the P acrival time. If this number is smaller than 240, then
" 240 is used. The LP proceduses {or events are the same a3 for unassocisted arrivals.

6.3.3. Work on the Content and Format of the NORESS Bulletin

Two major types of data are available from the new NORESS arzay in Norway. The
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first type of data is the waveforms themselves. The second is the bulletin produced by the
RONAPP processing system and the analysts reviewing its output. The criginal format
of the NORESS bulletin was mostly complete, but lacked sonie features that could make
it easier to process. The list below shows some records fron: an early NORESS builetin.
The recurds that begin with 5 are event records and the records that begins with 2 are
arrival records. The early event records show no geographic region numbers or geographic
narmes. Also, on occasion, the ML would overflow its field. The early arrival records also
bad problems with field widths, with the AMP, SNR, and ML fields all overﬁowmg on-

occasion.
The AMP, VEL, SNR, and ML ﬁelda would also occasaonally run into the space that

separated them from the previous field. Another problem not appsrent from this example -

 is the inck of any cloar delimiter indicating when the bulletin startsaud when it ends.

Early NORESS Bulletin
DATE TIME CAMP - PER'VEL [ AZI SNR  LAT < LON ML L
63085 61020 NRS - o So e -GUSN 3398 26
63085 043315 NRSP 32045 050 ° 86 1218 © 4y EedN 308
1885 23,648 NRE . . 38IH 6BOW . e
O1885  0.230.3 NRSP 3505 038 - 260 7, 007 537 gLAN  lesaw e o 7
51935  £18.107 NRSP M gro 468 TUie4 235 G0SNT 5008 66 -
52985 2036344 NRSLG . 8107 D260 38 - 859 Aesae o ae
- 61985 1835198 NES P ,“'““ B4Y .83 2@ W o T T g T T
51685 0.40.008 Hli&? aswr_‘ 0.62, S99 00 - 58 mm xseawi} pu o

" % M 83 A O D O

' In onder to corvect these probleras the changes soted ware piads Fhe next 1
‘excarpt contalns two records Tiom the Tevised bullstin, Ssismic region pumber and aaavg

are now included. Unnecessasily wide fleld widths ars triramed (such as AMP). The ait-

- put b ben made mire desdable by the insertion of leaditg seros i the time feld when PR
- values are lo than 1 Added chrecks have Seen sdded into'the software to snsuee that: © o
_xone of the felds overfiow lato the space separatiog the feld from the previows fald. The o o0 7

. Selamic data s now delimited by double plus signs befork scd after, making automatic

;:wcman; of the builstin move robunt, Lastly, spalyst comu ibs have replacsd the statie - S
;ms field of the 6ld formut, Thesé ¢ coinmints mdh:ss& if a0 ewmt is mpt&d. re}m.wi ot :

B‘ various o:het :aaditions ei Smgmmw exigh -

B

RwhadNom?sS Builetm
Q'%,?mvm IME L AMP L FEN VEL AW MR AT LN M
RN L n.sa.ns;i CoA S SDUTHERN NORWAY .~ SBaN - . 100K - BE v

03688 0RAIDSD AL P USO8 WS 450 248 BN 2M9E

'\ .
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'. 6.3.4. -M‘EI_R.GO, a Program to Compare Origin Lists in Space and Time

'MERGO is a program that compares event solutions (hereafter called origins) gen-
erated by the automatic association programn AA that are close in space and time.
Currently the AA program tries to identify these “twins" with either user-specified or
default values for the allowable time and distance differences. MERGO has two major
features in processing.an origin list. One feature is that the output of an AA program

‘might have some undetected split events which should actually be merged into one.
- . MERGO would help identify these origins. Secondly, origin lists from different organiza-
© tions frequently must be compared and merged, and MERGO is well suited for this. The

Center database standard allows multiple alternate solutions for an event location.
MERGO attempts to-group origins it deems the "same" under one event heading.

MERGO has a simple algorithm that looks for origins cluse in time and then checks
to see if the latitude and longitude differ within specified limits. If the origins pass all
these tests, they are declared to be the same events, MERGOQ can create an event file for
a given origin file, It can also reassign evids and orids. Both of these options make it a
useful tool for database building. MERGO also gives some indication of the depth-
differsncestime-difference ratio, which can be useful in deterimining if the two events are

"~ likely mislocated versions of the other. If thia ratio is between 10 to 20km/sec, then ojie
- cap assume some depth/time trade off has happesed in the location of one of the ongam.
- Includcd hm ia an emps fxom \‘.he manua.l page for MB"?.GO :

usagc. mergo {«p peofix [-c]] [-t time_tol] -t lat/lou_tol] {-] [-o] (ia,
whexe. B
e prefix specifics the databsse prcﬁx, if none origm file
i read from the standard in and output is on standard out.-
- o sjecifies reading sy welt a8 weiting the counter file,
.ot time_tol fixos the maxinium allowed origin time difference,
T A letflon_tol fixes the masimum lstitude/longitude difference,
oo indicates that the evid's are to be fixed,
LT w0 indicates that the orid’s are to be xeassigued.
~ <6 indicates that the evid's are to be reavaigued.

I

Michael Tiberio

.&. DATABASE s)r,vsmpmmr
o oAt !.ﬁtroducumx

' ﬁim’; Qen'ter for bemnic Studies correutly maintains or is preparing inany databases.

. " "Some of these databases ropresent a complete set of information of some type and the
., cangets are fixed, Others are undergolng development on & continuous basis as new data
“y rof the saine type arsive at the Ceater. An advantage what the Center offers to uscrs is the
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ability to retrieve windowed waveform: ssgments containing selected events, selected
. phases, or selected times upon requast. These segments are ~1l in a standard format and
" contain complete identification and calibration information. Most of the waveform data

reside on tape, due to their size, but indices to them are on-line and a~cess to the
waveforms is fairly rapid (depending on cc.aputer loads).

The database atructure at the Center is described in Center Report 85-001 (Center
for Seismic Studies, 1985). The database manzgement system can be thought of as a col-

" lection of tabies and a software system for manipulating them. The data management

language is called QUEL (QUEry Language), and it is supported by the INGRES rela-
tional database management system. Information on this system is containc? in the
INGRES reference manual and in two general documents available through the Center, A
Tutorial on INGRES by Robert Epstein, and Tutorial on the Center for Seismic Studies
Databasea by Joa Berger. Additional information can be found in Accessing Seismic Data
at the Center for Seismic Studies (Lees, 1985) which is available from the Center.

Primary emphasis in the Center program is now shifting toward developing the
capability to conduct advanced research. This will be done by using the various data-
bases together with software tools designed to create a friendly interface between the user
and the computers used for data retrieval. To accomplish this while providing computing
and database management services to other contractors in the DARPA program will

- require some reordering of prioritier, reallocation of available facilities, and development

of new software.-

6.4.2. Scripts to Access the Databases

As described by Lees (1985), a number of scripts have been written at the Center to
help users who are unfamiliar with INGRES find and retrieve data from the databases.
For example, a script helpdd identifies the types of databases available at the Center
(digital waveforms, alphanumeric data, film data), Through a series of queries and user -

" yesponses, it takes the user ¢to deeper lavels of the script, finally accessing particular data-

bases throngh INGRES te retrieve a list of data available for the event or events of par-
ticular intavest, Figure 6-§ is a diagram showing the helpdb script and its relationship to
integrated and separate databases. Once the user knows which database has pointers to

the waveforms or cther type of data needed other scripts are aveilable to cxeate the files
to dwcluve the data from tape.

8.4.3. Status of Database Development as of 31 December 1985

Within the database management program higheat priority during the second half of -

1985 was directed toward continuing the collection and archiving of waveform data being
received on a daily basis at the Center. High priority during 1986 will be given to collec-

. tion of continuous data from the NORESS array and new high frequency data from NOR-
" SAR, creation of an integrated explosion database, collecting and archiving instrument

reaponses for all waveform data availuble at the Center, and responding to user requests
for data. Lower priority will be given to expanding or creating other databases, and in
wome cases the Center staff will simply be coordinating the creation of special databases
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by contractors outside the Center. The status of official Center databases as of 31
December 1985 was:

GDSN: Complete for the period 1 January 1976 to 12 October 1985.

RSTN: Currently in two archives -- one compiled from SCARS tapes received from
Sandia National Laboratories and the other from on-line data received via satellite
transmission at the Center. The first of these databases contained 192 days of data
for 1932, 364 days for 1983, and 109 days for 1984. The second database contained
data for 208 days in 1984 and was complete for 1985.

NORSAR: Contained waveform segments for 11 events.

NORESS: Contained NORESS data for four days, plus waveforms for 143 events
recorded by the prototype array during 1983.

hdwwsan: Had hand-digitized WWSSN zecordings for 108 eventa fo: the period 1963
- 19810

WAKZE: Had Wake Island hydrophone database waveform segments fo 2,530 events
for the period 8 September 1982 - 15 August 1984,

subset: Contained waveform segments from the Geneva arrays (WMO, BMO, TFO,
UBO) for 29 events in 1968,

Catalogs: The "arrival' database contained readings and origin information received
from the NEIS, Canadian Seismic Network, United Kingdom, Yellowknife array,
and information received over the WMO telecommunication network. It was com-
plete for the period 16 May 1982 - 29 December 19856 at the end of this raporting
period. Detector and poat-detecter lista for the on-line RSTN data were complete
for the periods given above for the waveforms, Origins reported lu the worldwide
epicenter ("wwe"} by AFTAQC were complete for 15 October 1984 - 15 December
1984. The “events" database (origins from ISC and NEIS) was complete through 1

Decerber 1085, Several regional catalogs have been or are being added to the data.

Richard Baumstark
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